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INTRODUCTION TO
DIGITAL SIGNAL PROCESSING

| ) 14 | Intreduction

-

Digital Signal Processing (DSP) is an area of science and technology that has developed
rapidly over the past few decades. The techniques and applications of DSP are as old as
Newton and Gauss and as new as Digital Computers and Integrated circuits (ICs). The
| _ rapid development of DSP is a result of the significant advances in Digital Computer
technology and IC fabrication.

DSP is concerned with the representation of signals by sequences of numbers or
| symbols and processing of these sequences. Processing means modification of sequences
! . . . . . e N

into a form which is in some sense more desirable. il il o~

| g Tpliey i g BRI IR, |
| In another words, DSP is a mathematical manipulation of discrete-time signals to get
| more desirable properties of the signal, siich as less noise or distortion. o

——

The classical numerical analysis formulae such as those used for interpolation,
differentiation and integration are also DSP algorithms.

communication, image processing, radar engineering, seismology, sonar engineering,

|
If DSP finds application in various fields such as speech communication, data
| ) : o ; :
| biomedical engineering, acoustics, nuclear science and many others.

|

DSP can be applied to one dimensional signals as well as multidimensional signals.
Example of one dimensional signal is speech and example of two-dimensional signal is
image. Many picture processing applications require the use of two dimensional signal
processing techniques. Two-dimensional signal processing includes X-ray enhancement,
analysis of aerial photographs (these photographs are necessary for detection of forest
! fire or crop damage), analysis of satellite weather photographs etc. Analysis of seismic

data is required in oil exploration, earth quake measurements and monitoring of nuclear
tests. These utilize multidimensional signal processing techniques. The impact of DSP

B 4"
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n Digital Signal Processing .
techniques will undoubtedly promolte revolunonar'y advances in many‘ fields of app “Catjnn
notable example is telephony where digital techniques dramatically increased economya‘n
flexibility in implementing switching and transmission systems.

l.z/Si/gnal Processing Systems

=~ A system responds to particular signals by producing other signals having some d
behaviour.

€Sireg

Signal processing systems are of two types depending on the type of sj
processed.

/I(émtinuous-time Systems.

2, Discrete-time Systems.
I.ZZ.I/C/mntinuous-ﬁme Systems
Continuous-time systems are the systems for which both input and output are
continuous-time signals, H(s) is the transfer function of a continuous-time system, Fig,

[

1.1 illustrates the block diagram of a continuous-time system. e

gnaj 10 be

Continuous-Time ‘ . . _Contim_lous-']‘hne
Input Sienal 5 Continuous-Time ,Output Signal
pUtSIgn System H(S) v (0
s(t)

Fig. 1.1 Block diagram of continuous-time system.

An example of continuous-time system is an analog filter which is used to reduce the

noise corrupting a message signal,
l.Z.M‘/«ZretZ-time Systems

- Discrete-time systems are systems for which both the input and output are discrete-

time signals. H(z) is the transfer function of a discrete-time system, Fig. 1.2 illustrates the
block diagram of a discrete-time system.

Discrete-Time i -Time
: . rete

Input Signal —»|  Discrete-Time System > [c))ﬁ:put Signal
s(n) H(Z) y(1)

Fig. 1.2 Blocfk diagram of discrete-time system. An example of a
: discrete-time system is a digital computer,
1.3 / Signal Processing

___——-"/

Changing t : : ) . .
called siggngig he basic natyre of signal to obtain the desired shaping of the input signé

1 f . L] lon'
transfomaﬁonprozessmg. Slgnal processing i1s concerned with the l‘t‘-'PrcSe“[at
» and manipulation of signals and the information they contain.

’ _ _ ed.
Signal processing jg of two types depen ding upon the type of signal to be proces®
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Introduction to Digital Signal Processing n

I. Analog Signal Processing (ASP).
2. Digital Signal Processing (DSP)

131 /u.nlog Signal Processing

In analog signal processing, continuous-amplitude continuous-time signals are
processed. Various types of analog signals are processed through low pass filters, high
pass filters, band pass filters and band reject filters to obtain the desired shaping of the
input-signal. Another example of analog signal processing is the production of modulated
carrier using High Frequency (HF) oscillator, and the modulating audio signal and a
modulator. Fig. 1.3 illustrates the block diagram of an ASP system.

Analog > i Analog -
Input Signal Analog System > Qutput Signal
s(t) y(t)

Fig. 1.3 Block diagram of ASP system,

1.3.2}91.':1 Signal Processing )
Digital signal processing (DSP) is a numerical processing of SIgnals on a digital

computer or some other data processing machine. Fig. 1.4 illustrates the block diagram of
DSP system.

Discrete-Time Discrete-Time

Input Signal > Digital System » Output Signal
s(n) : y(m)

Fig. 1.4 Block diagram of DSP system.

A digital system such as digital computer takes input signal in discrete-time sequence
form and converts it in discrete-time output sequence.

Elements of digital signal processing system

1. Asignal is a physical quantity that varies with time, space, or any other independent
variable.

2. A system is defined as a physical device that performs an operation on a signal.

Signal processing is any operation that changes the characteristics of a signal. These
characteristics include the amplitude, shape, phase & frequency content of the signal.

4. The DSP is a numerical processing of signals on a dlgltal computer or some other
data processing machine.

5. The block diagram of DSP system is,

x(t Anti Sample AD Recon- | y(t)
-(—)b Aliasing + Converter [t DSP DIA % struction |—»
flter Hold Converter filter

Fig. 1.5
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n Digital Signal Processing

6.

10.

11.

.5‘/Samplmg of Continuous-Time Signals

—
The input signal is applied to the anti-nliasing Filter. The low pass filter remove; &
: d to band-limit the signal.

high frequency noise an
The sample & hold provides the discrete time signal to A/D converter,

The ADC converts analog signal to digital signal.
The DSP may be a large progr ammable digital computer programmed to perforn,

the desired operation on the input signal.
The output of DSP is converted to analog signal by DAC.
The high frequency components in DAC output is released by the reconstructio,

filter.

——

v

There are many ways to sample a continuous-time signal. Here we will discuss only

periodic sampling,. It is also called uniform sampling.

If' s (1) is a continuous-time signal. Periodical measurement of continuous-time SIgnal
‘,_/”\

is called periodic sampling or uniform sdmpling.

By periodic sampling of continuous-time signal, we can get discrete-time si gnal.

Discrete-time signal, s,(nT,) =s,(t)],..,;.
where T'is the sampling period and reciprocal of sampling period is termed as sampling

frequency F..
Sa(t
= Sampler (T =5,0).,,
Continuous-Time Fs= /T >
Signal Discrete-Time
(a) Signal
" Sa(1) 4 5,(nT) =s(n)

Continuous-Time Signal

N

r

Discrete-Time Signal

Fig. 1.6 (a) Block diagram of 3 sam
Nyquist Rate

Nyquist rate is defined as

1.5.1

P90
(b)

Ts 2T 3Tgoerrrm

| .
Lt

pler, (b) Periodic sampling of continuous-time signal.

of sampled signal at the receiver,
If any signal has highest frequency component F

minimum sampling rate required for perfect reconstructio”

.» then
Nyquist rate = 2 x F._
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"

1.5.3

Sampling Theorem

It is stated as : For perfect reconstruction of sampled signal at receiver, sampling rate

or sampling frequency should be greater than or equal to Nyquist rate of the message
signal.

According to the sampling theorem,
Sampling rate > Nyquist rate, 28 .

Periodic sampling establishes a relationship between the time variables ¢ and n of
continuous-time and discrete-time signals, respectively.

Consider a continuous-time signal, s,(t) = A, cos(2nF__ t+6)
Sampling periodically at a sampling rate F = 1/T samples per second produces
s(n)=s (nT,) = Acos(2nF _ nTs +6)

;
= A,cog 27:qun—l-+9
\ Fs

(,_F
= A,coy 2n—"%n+0
\ K,

= A, cos(2mfn +0), -0 <p <o
F

—_max . . 5 .
where f= F IS the frequency variable for discrete-time signals

L

F__ is the frequency variable for continuous-time signals
F, is the sampling rate
Aliasing
When sampling frequency is less than Nyquist rate then aliasing phenomenon occurs
Nyquist rate =2F__ =2 x Highest frequency component of
message signal

If sampling rate <Nyquist rate than it is called under sampling and in this case aliasing
phenomenon occurs.

If sampling rate > Nyquist rate then it is called over sampling and in this case no
aliasing phenomenon occurs. Infact this is a suitable mondition for sampling

o —

processT——

Aliasing phenomenon is defined as a phenomenon of high frequency component in a
spectrum of a signal seemingly taking on the identity of a lower frequency in the spectrum
of its sampled version.

Fig. 1.7 shows spectra of signals showing the sampling relations between analog and
digital systems for a properly sampled input signal.

Fig. 1.8 shows the effect of under sampling on the digital frequency response.
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B Digital Signal Processing

Aliasing problem occur
frequency F_ is not sufficient
into lower ffequencics. Such tr
another is called Aliasing an
representation of the original signal. |

There are two corrective measures which are used to eliminate aliasing

1. a pre-alias low pass filter is used before sampl.ing for z.lttenuating those high
frequencies that are not essential for the transmission of information.

2. a pre-alias low pass filtered signal is sampled at a rate slightly higher than th,
Nyquist rate (F_> 2F

s when sampling frequency F, < 2F . In this Cm
ly high to prevent the shifting of high frequency informatio“
ansference of information from one band of frequencie to
d the resulting frequency response is called an ga]ja &

max) '

S(F)
S(0)
-—Fm“ Fmax >
(a)
S.(F)
l [] .

—'ZF‘ 'I':s "'Frnu Fmau i:'g éF‘

(b)
(2) Spectrum of a band-limited analog signal 5(2). (b) Spectrum of a sampled version of
signal s(t) for a sampling Jrequency F = 2F .

Fig. 1.7 Spectrum of signals showing the sampling relations between analog and digital
systems for a properly sampled input.
S(F)

s(0)

1
4
Fl
o
N
g
ny

& 4
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Introduction to Digital Signal Processing

1.54

1.5.5

|
\/

Fig. 1.8 The effect of under sampling an analog signal on its digital frequency response
showing aliasing around the folding frequency Fv/2.

Anti-Aliasing Filter

In practice, communication signals have frequency spectra consisting of low frequency
components as well as high-frequency noise components. If we select sampling frequency

; : Q ,
F, all signals with frequency higher than ?s appear as signals of frequencies between 0

Q
and 75 due to aliasing effect. To avoid aliasing we can choose very high sampling

frequency. But sampling at very high frequencies introduces numerical errors. Therefore,
to avoid aliasing errors caused by the undesired high frequency signals, an analog lowpass
filter, called an anti-aliasing filter - is used prior to sampler (refer Fig. 1.2) to filter hig
Trequenicy components before the signal is sampled.
Sample-and-hold circuit

The output of the anti-aliasing filter is fed to a sample-and-hold (S/H) circuit. It
samples the analog input signal at uniform intervals and holds the sampled value constant
as long as the A/D converter takes time for accurate conversion. The use of sample-and-

hold circuit allow the ADC to operate slowly.
The basic circuit diagram of sample-and-hold circuit is shown in Fig. 1.9.

- -

Fig. 1.9 Sample-and-hold circuit
During sample mode-the switch 8 is closed allowing the capacitor C to charge to input
voltage. During the hold period the switch remains open, the charge on the capacitor holds the
voltage across it. A digital clock controls the switching operation. The voltage follower acts
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: A/D converter. The 1=~
as a buffer between the capacitor and the input stage of the The inpy %

- in Fig. 1.10.
output waveforms of a sample-and-hold circuit is shown in Fig
x(t)

{old—»

fo ot

T

l

(

, .L/__Jr_

Woall
K
7

—

Fig. 1.10 Input and output waveforms of S/H circuit
1.5.6 Quantization - .

The process of converting a discrete-time continuous amplitude Slgnal x(n) into a gjs.
crete-time discrete amplitude signal x, (n) is known as quantization. This is done by rounding
off-each sample in x(n) to nearest quantization level. Then each sample in xq(n) IS representeq
by a finite number of digits using a coder. If a signal with amplitude range R is represented by
an b + | bit word (including sign bit) then the number of values, or quantization levels, that

can.be represented is 2°*. The difference between adjacent levels, or the quantization step
interms of the range of the signal is

B range of signal _ R
Number of quantization levels 5%

With fixed point representation of fractional number, if the range of'the signal exceeds
£ 1, it is necessary to scale the signal.

‘The process of quantization is shown in Fj 8- 1.11. The time axfs of the discrete-

' time signal is labelled with sample number (n = 0,1,2..... ).Correspo'nding to different
values of sample number n, the discrete time continuous amplitude signal is shown in Fig
1.11. We can represent the sample valyes by a sequence '

x(n) = {0, 0.620, 0.85, 0.85, 0.575,~0.03, -0.625,

Ifb+ 1 isequal to 4, the quantization ste

- . . I
s ; jona
must change atleast 0.125 i, order to prody PSizeisequal to 0,125 Thus the input sig

Ce a change in the output.
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Quan-
tization
levels

0.875 0.111
0.75 0.110
0.625 0.101
0.5 0.100
0.375 0.011
0.25 0.010
0.125 0.001
0 0.000
-0.125  1.001
-0.25 1.010
-0.375  1.011
-0.5 1.100
-0.625  1.101
-0.75 1.110
-0.875 1.111

r*«
\‘_ » Sampled value
A Quantized value
\
\ k2
\ q Quantization step
A
1234\-56‘?891011n
\ [
\ l
\ /
7
Y

Fig. 1.11 quantization of Signal

The process of converting x(n) to finite number of digits introduces an error known

as quantization noise. It is a sequence e(n) defined as the difference between the quantized
value and the actual sample value. Thus e(n) = X (n) —x(n)

Table 1.1 lllustration of quantization using rounding

n Sampled binary Rounding Quantized quantization

value x(n) | representation value noise
e(n)= x (n) —x(n)

0 0 0.00000000 0.000 0 0

1 0.620 0.10011110 0,101 0.625 0.005

2 0.85 0.11011001 0.111 0.875 0.025

3 0.85 0.11011001 0.111 0.875 0.025

4 0.575 0.10010011 0.101 0.625 0.05

5 -0.03 1.00000111 1.000 0 0.03

6 - 0.625 1.10100000 1.101 -0.625 0

7 -0.85 1.11011001 1.111 -0.875 - 0.025

8 -0.85 1.11011001 1111 -0.875 -0.025

9 -0.575 1.10010011 1.101 -0.625 -0.05

10 0 0.00000000 0.000 0 0
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ation areas of digital sig'nm
octral analysis: It requires higl "

arious applic

4
atter O . ;
(DSli;Sd?l:lt;ﬂthe availability Otf high resolu
processor to implement the Fas
listed as under
|. Speech processing.

FFT). Some of these areas are cﬁnhl

2. Image processing.

3. Radar signal processing.

4. Digitalcommunications.

5. Spectral analysis.

6. Sonar signal processing. .
Few other applifations of digital signal processing (DSP) can be listed as under:
Transmission lines.

Advanced optical fibber communication.
Analysis of sound and vibration signals.
Implementation of speech recognition algorithms.
Very Large Scale Integration (VLSI) technology.
Telecommunication networks.

Microprocessor systems.

Satellite communications.

Telephony transmission.

10. Aviation.

11. Astronomy

12. Industrial noise control.

o0y R WD —

Now, let us discuss few major applications in brief:
1. Speech Processing

ranges of zh;:cione (l:ilmemional signal. Digital processing of speech is applied 08

coders) etcp DSP li);(;p:;zsdst?h < chech Spectrum analysis, channel vocoders (voie
b speech codin ’ :

synthesis, speech recognition and speaker regc’osglf’ﬂeifi(;l:]enhancement, speech analysis ¥

2. Image Processing
Any two-dimensional pattern is called an ima

two-dimensional DSP too]
s such as Disc
Transf.'orm (FFT) algorithms and z-transforr;tse

Fge. l?igital processing of images reqm{ﬁ:
Pourler' Transform (DFT), Fast Fouri¢
es inCﬁude.' focessing of electrical signals ext-raﬁ .
! mage formation and recording '™
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Introduction to Digital Signal Processing

3. Radar Signal Processing

Radar stands for “Radio Detection and Ranging”. Improvement in signal processing
is possible by digital technology. Development of DSP has led to greater sophistication of
radar tracking algorithms. Radar systems consist of transmit-receive antenna, digital
processing system and control unit,

4. Digital Communications

Application of DSP in digital communication specially telecommunications comprises
of digital transmission using PCM, digital switching using Time Division Multiplexing
(TDM), echo control and digital tape recorders. DSP in telecommunication systems are
found to be cost effective due to availability of medium and large scale digital ICs. These
ICs have desirable properties such as small size, low cost, low power, immunity to noise
and reliability.

S. Spectral Analysis

Frequency-domain analysis is easily and effectively possible in digital signal
processing using Fast Fourier Transform (FFT) algorithms. These algorithms reduce
computational complexity and also reduce the computational time.

6. Sonar Signal Processing

Sonar stands for “Sound Navigation and Ranging”. Sonar is used to determine the
range, velocity and direction of targets that are remote from the observer. Sonar uses
sound waves at lower frequencies to detect objects under water.

DSP can be used to process sonar.signals, for the purpose of navigation and ranging.
1.7/ Advantages of Digital Signal Processing (DSP) over Analog Signal Processing (ASP)

Digital Signal Processing (DSP) has following advantages over Analog Signal
Processing (ASP) :

1. Digital signal processing operations can be changed by changing the program in digital
programmable system. This means that these are flexible systems.

2. There is a better control of accuracy in digital systems compared to analog systems.

wa

Digital signals are easily stored on magnetic media such as magnetic tape without
loss of quality of reproduction of signal.

Digital signals can be processed of line, i.e., these are easily transported.
Sophisticated signal processing algorithms can be implemented by DSP method.
Digital circuits are less sensitive to tolerances of component values.

Digital systems are independent of temperature, ageing and other external parameters.

Digital circuits can be reproduced easily in large quantities at comparatively lower
cost.

© N o v s
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m Digital Signal Processing

= . o h # f\
9. Cost of processing per signal in DSP 18 reduced by time-sharing of givep pmcﬁsSu,
among a number of signals.

: i i can 1 .
10. Processor characteristics during processing, as in adaptive filters can be easily adjyg
in digital implementation,

: i S.
11. Digital system can be cascaded without any loading problem

18  Limitations of DSP P
e i igital processin

1. System complexity. System complexity increased in the dlgllli_itefs s egi ;Jfan anly
signal because of the devices such as A/D and D/A conve asS0ciatyg

filters,

2. Bandwidth limited by sampling rate. Band limited. signals can b.e sampled withg,
information loss if the sampling rate is more than twice the bal.ldW]dth. Therefore, g,
signals having extremely wide bandwidths require fast sampll_ng l.‘ate A/D converter
and fast digital signal processors. But there is practical limitation in the speed of
operation of A/D converters and digital signal processors,

3. Power consumption. A vaﬁety of analog processing algorithms can be implementeg
using passive circuit employing inductors, capacitors and resistors that do not negg
any power, whereas a DSP chip containing over 4 lakh transistors dissipates mor
power (1 watt).

1. What is a signal ? Give Some example of signals.
2. Give the classification of signals.
3. What do you mean by signal processing ? Differentiat : :
SINg eb ng

and digital signal processing, —_ analog Signal processig

4, What i i
atare the basic elements of digital signal Processing (DSPp) system ?

5 List the advantages of digital signa]
6.

| ﬁ m
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DISCRETE-TIME
SIGNAL AND SYSTEMS

2.1 Introduction

In this modern age of microelectronics, signals and systems play very vital roles. It
is an extraordinary subject with diverse applications in areas of science and technology
such as circuit design, seismology, communications, biomedical engineering, energy
generation and distribution, speech processing etc. Therefore, it is essential that every
practising engineer and designer must have a thorough knowledge of this subject.
Understanding of signals and systems is also must for study of other parts of engineering

such as signal processing and control systems.

2.2 Iﬁ)‘gﬂ&lh
A signal may be a function of time, temperature, position, pressure, distance etc.
Some signals in our daily life are music, speech, picture and video signals. Systematically,

we can define a signal as “4 function of one or more independent variables which contains
1 e — N -~ —

some information is called a signal’.
[ sense, the signal can be voltage or current. The voltage or current is the

“In electrica
function of time as an independent variable.
In daily life, we come across several electric signals such as Radio Signal, TV

Signal, Computer Signal etc.
Many signals that we come across are naturally generated signals. However, few

signals are also generated synthetically.
2.3 crete - Time Signals

< 7
Discrete-time signals are defined for discrete values of an independent variable (time).
b . L . . i i " ——\ —
Discrete-time signal is not defined at instants between two successive samples.
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: : . ~ renresented in two ways
Discrete-time signals are npr(,sr..nlc.d in @)

sm), N, <nsh,
where N, and N, are the first and the |
time signal,
It represents

ast sample point, respectively in a givey i
(:|-e
&

non-uniformly spaced samples and these are shown in Fig, 2-](a

sl 2.2
s(nT), N, <n <N, 22)
It represents uniformly spaced samples and these are shown in Fig, 2. 1(b),

,} s(nT,)

s(n) _

i ¥ Sl T
5 3 F T
7 i F Y
] \u‘—‘
AR A kA ‘TJ
0123456 , 0 T, 2T, 3T, 4T, 5T, 6T, 7T, >

nT,
Fig. 2.1 (a) Discrete-time s;g}zal showing non-uniformly spaced samples
(there is no sampling period T) (b) Discrete-time signal showing uniformly spaced Sampleg

2.3.1 epresentation of Discrete-Time Signals
Discrete-time signal sequences can be represented in following four ways
1. Graphical Representation.
2. Functional Representation.
3. Tabular Representation.
4. Sequence Representation.

Graphical Representation. Discrete-time signals can be represented by a graph when

the signal is defined for every integer value of » for — 00 < 7 < 0. This is illustrated in
Fig. 2.2

s(n)

2.0
15 1.5

1.0 T T 1.0

B9 0.5

T |

S =2 A4 0 1 2 3 >

v ; e
Fig. 2.2 Graphical representation of a discrete-time Signal.
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/Em\c/lional Representation. Discrete-time signals can be represented functionally as given

below

2, for n=1,3
'§(n) =14, for n =2

0, elsewhere .(2.3)
Tabular Representation. Discrete-time signals can also be represented by a table as,
n ol 3]2]=110]1]2]31415] . -
s(n) 010 |0 (1|2]1]|0|0]0O

«Sequence Representation. An infinite-duration (00 < n < c0) signal with the time as
origin (» = 0) and indicated by the symbol 1.

s(n)={...0,0,0,1,3,1, O 0} : .(2.4)

~p

Z.W of Obtaining a Signal Sequence

here are three methods of obtaining a sequence :
1. To generate a set of numbers and order them into sequence form

~ .Example : s(n) =n, 0 <n<N-1
2. A sequence is generated by some recursion relation

1
Example : s(n) = ES(H—I)

with initial condition s(0) = 1
generates a sequence

S(n)=fl] ,0<n<w

e (2.5

(2.6)

2.7)

3. Asequence is also obtained by periodic sam'gmg of contmugus.nnmjlgnals Periodic

‘-—\,\/-\-/

measurement of continuous-time SIgnals is called periodic sampling. '
M T S S .

Discrete-time sequence, s(n7)) = S(tnm

—0<p <o ~(2.8)

where T, is the sampling interval and s(f)isa continuous-time signal.

2.3.3_Some Elementary Discrete-Time Slgnals

There are some basic sngnals which play an important role in the study of discrete-time
signals and  systems.

" These signals are given below

1. Unit-Sample (Impulse) Sequence, 8(7)

2. Unit-Step Sequence, u(n)
3. Unit-ramp Sequence, r(n)

4. Exponential Sequence

5. Sinusoidal Sequence.
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n ypitn! Sipnpl Praceasihp

. ; x a unit samp
Uit Sample Sequence. Fig 23 chows aunit |

te e fined ne

,‘n-w“.‘l,“{._ Ln=0
o(n) = NOn=0 +(2.9)
AB(N)
1
.0 o—eo - >0 .

3 2 -1 0-4 2 3

Fig. 2.3 Graphical representation of 8(n).
_Usiit-Step Sequence. It is denoted by ufn) and is defined as &(n).

) Ln20

u(n)= <

"= {0 -1
Fig. 2.4 illustrates the graphical representation of unit-step sequence.

A u(n)

>—o—8 >

T T 2 3 4 >0
P Fig. 2.4 Graphical representation of u(n).
\l%ﬁam p Sequence. It is denoted by r(n) and is defined as

n,fornz(
r(n)=4{*" =
- |0,forn<0 (211)

Fig. 2.5 shows the graphical representation of unit-ramp seque.nce

h

ple sequence, it is denoteg by >
h) ang
Ny
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Ar(n)

4.:—00’TI > n

o 1 2 3 4 5
Fig. 2.5 Graphical representation of r(n).

\Ml’(;l;;iﬂl Sequence, It is defified as

s(n) = (A) for all values of n, (2.12)
If the parameter A is real, then s(n) is a real sequence. Fig. 2.6.illustrates graphical
representation of exponential sequerice.

A s(n), A0
. ORfa<t . a
) A>1
] L ]
0'1 2 3 456 7 g —9—8—7-6—5—4- 32-1-0 N

Fig. 2.6 Graphical representation of exponential sequences.

\._Siffisoidal Sequences. There are two types of sinusoidal sequences, one is called the sine
sequence and the other is called cosine sequence.
Sine sequence is defined as

R s(n) = sin 0, n, for all n (2.13)
and cosine sequence is defined as
s(n) = cos 0, n, for all n «(2.13)
Fig. 2.7 illustrates the graphical representation of cosine type sinusoidal sequence.
4 5(M :

EERERERRRNE

Fig. 2.7 Graphica] representation of cosine type sinusoidal sequence.
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B P \p an
2.4 Relationship Between Step, Ram]
i blish relatio

nship between step, ramp and delty

func

In this subscction, let us csta : - netion : The relati ' .
\_ )~ Relation between unit step and ulllt.t:';';“al; g g Onshiy bet\:n"
functions can be wrill t,

unit step and unit ramp

-(%—r(l) = u(t)

or ' 'Iu\(l)dt: l'(qll —

")/Rclaﬁon between unit step and delta functions

: The relationship beiw
" eent
unit step and delta functions can be written as below : he

j_t“(” =50

or [a(t)dt = u)

Hence, on integrating an unit impulse function, we get an unit step function.
(iii) Relation between unit ramp and delta functions : The relationship betweg, i
ramp and delta functions can be written as below :- _

r(t) = [B(t) dt
%&
d2
or Fr(t) =5(t) |
Thus, on summarizing points (i), (ii) and (iii), we get

5(0 Integrate >|.l(t) Differentiate }l'(t)

or r(t) Differentiate Hl(t) Differentiate >5(t)

W Prove the following :

() &)= u(m)-u(n-1) (i)  u(n)= iﬁ(k)
k=-o .
(iii) u(n) = iﬁ(n =k)
k=0

Solution : (i) Given: §(n)= u(n) - u(n - 1)
We know that
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I fornz0
u(n) =
(n) 0Oforn=<0

: | forn=1
so that Uitp [ e 0 forn<=l

Therefore, we have

0 for nzli.e.,n>0
u(n)=u(n=10=<1 forn=0
0 forn<0

Note that the above equation is nothing but §(n).

This means that
u(n) = u(n - 1) = (n)

| forn=0
- 0 for n 20 Hence Proved.
—
i Given u(n) = Za(k)
k=-=

We know that

. fi 0
ZS(k)={0 or n <
k=-=

1 forn>0

Note that the right hand side of above equation is an unit sample sequence u(n).
Therefore, the given equation is proved.

i Given “u(n) =) 3(n-k)
k=0 ~
We know that

= 0 for n <0
d(n-k)=
; (n-k) {l for n20

Note that the right hand side of above equation is an unit sample sequences u(n).
Therefore, the given equation is proved.
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Clareification of Signale

q\l',\ VR pEnl s in ‘-i[. ”‘l‘! |'|ll"l f"tlf'\ﬂ_ '|Q {f,"ﬂ"‘tl W

ith a elassification of signals i:wnhl‘mi
nale can be classified in the following classes |
Multichanne] and Multidimensional signals
Continuoue-time and Discrete-time signals
Annlog and Digital signale
Determinittic and Random signals
Fnergy and Power signals

Petiodic and Non-periodic signals,
Symmetric (even) and anti-symmetric (odd) signals.

2.5.2

~ Multichannel and Multidimensional Signals

Miiltichannel Signals. Signals which are generated by mutliple sources or multiple sensors
~are called Multichannel signals. These signals are represented mtor

S, (t)‘
S(t) = s, (1)
5;(1) |
Above signal represents a 3-channel signal. In electrocardiography, 3-lead and 12-
lead electrocardiograph is often used in practice, which results in 3-channel and 12-channel
signals, respectively.
Multidimensional Signal. A signal is called multidimensional signal if it is a function of
A independent variables. For example : Speech signal’is a one dimensional signal because
amplitude of signal depends upon single independent variable, namely, time. ?XPrcrure
Signal : A B/W picture signal is an example of 2-dimensional signal because brightness
of the signal at each point is a function of two spatial independent variable, namely, x and
y. Variables x and y are width and height of the picture element. '
—_— — N e e ST A —
A coloured picture signal is an example of 3-dimensional signal because brightness

of the signal at each point 1s a function of three independent variables, namely, x, y and
Ll S

—

time (7).
T —
ntinuous-time and Discrete-time Signals
Continuous-time Signals, A signal that varies continuously with time is called continuous-
, ) ~——— O — ‘m C-\.f'\‘__/ - —_——
time signal. These are defined for every value of independent variable, namely, time. For
example speech signal and temperature of the room are continuous-time si gnals.

Continuous-time signal is shown in Fig, 2.8.

.
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s(l)
Amplitulde +

0 Time (1)

- Fig. 2.8 Continuous-time signal

Discrete-time Signal. Discrete-time su,nnls are stgnuls which are defined at discrete times

(Fig. 2.9). These are represe med by sequences of numbers. For exampj ~ Rail traffic
signal is a discrete-time signal.

Discrete-time signals can be recovered by periodic sampling of continuous-time
. . » . . . L~ T ———————
signals. Fig, 2.9 illustrates the discrete-time signal. ™~"—" —
{'_"l-u-.__.-"' i . ;
s(nT) A After periodic sampling of
Amplitutde / continuous-time signal

-

N \
! .

0 lTs 2T, 3T,4T, ST, 6T, 7T,8T,9T, Tifne inT,)-

Fig. 2.9 Discrete-time signal.

2.5.3 Analog and Digital Signals

Analog Signals. Analog signals are signals whose both dependent variable and independent
variable(s) are continuous in nature. Analog signals arise when a physical waveform is
converted intffzmﬁcm This conversion is performed by means of a transducer.

For example : Telephone speech signals, TV signals etc., are very common types of analog
signal.

Telephone Speech Signals. A telephone message comprises of speech sounds having vowels
and consonants. These sounds produce an audio signal. These sound waves are converted
into analog electrical signals by means of a transducer (microphone). Transducer is a

device which converts non-electrical quantity into electrical signals. Example : Microphone.
Continuous-amplitude, continuous-time signals are called analog signals.

l_gigrlﬂl‘slgnal{e.. Digital signals are signais Whose b both dependent variable and independent
variables are dlscrete in nature. D:gltai signals C()ulpi'l ¢ of pulses oceuring at discréte

intervals of time. Telegraph and teleprmter/‘s_rgﬂma_a_rc W&glul mgnals
F1g 2.10 1llustrates a telegraph s:gnal

—
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MARK \ \

LN / >,
:1 (A ) SPACE " 3

A

s l \ (
r- ! J L
2, __1_0_-2%7(03:1‘0;)!: signal (Digital signal),
2.5.4 _Deterministic and Random Signals
Deterministic Signals. A deterministic signal is one which -has no uncertainty with respecy

toits value at any value of inch_ﬂc_n__@zariable, namely, time. For Example : Rectangular
pulse given [13' i:*qm"S) is a deterministic signal. Fig. 2.11 and Fig. 2.12 illustrate
rectangular pulse and cosine signal respectively, both are the example of deterministic

signal.
e AN A0] LSRR 450
C&Ri‘a&‘l ¢ u aboyt €
Qt\_lU‘Q_ ) T O‘nd UCL)U’Q l
(\J\ CQME]'JQ ndﬁﬂj
o Wl & -12 172 "t
v ottt & Fig. 2.11 Rectangular puise.
TS(H)
A
I I
, >
; . t
Fig. 2.12 Cosine signal.
1
L > - -
)= ln[<2
wnl Bl 8)

0, otherwise
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Another example of deterministic Signal is sinwgoidal signals such as sine waves .:

and cosine waves as given in Fan. (2.16)

g(n) = A Coen, o “n<m (2.16)

Random Signal. A !amlnm mpml ie a signal which has some degree u(nm ertainty with

For e

regpect 1o its value at any value of mdepem!cni variable mm*l\ um-ﬂ Far examy
Thermal agitation noi¢e T T conductors is a random signal.

s A

Amplitude

>
time(t)
Fi 2 13 Random signal.
’aﬂ,&l:ﬁ (r.\-qu g g
e t"'\.___,f\..__./"" AR P %f“:‘h— .
iéyn'e’@' signals and power signals
For a discrete-time signal x(n) the energy E is defined as
E 0 - 5
E= ) [x(mf 217)
“.-_.-w'
The average power of a discrete-time signal x(n) is defined as
W P= 11m — Z| xmf (2.18) |

The energy signal is one is one which has finite energy and zero average power.
Hence, x(t) is an energy signal, if : .
(0<E<tandP=0 |
where, E is the energy and P is the power of the signal x(t).
The power signal, is one which has finite average power and infinite energy.
Hence, x(t) is a power signal, if:

‘ﬁ<P<noandE=oov

However, if the signal does not satisfy any of the above two conditions, then it is neither
an energy signal nor a power signal.
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ini Determine the values of poW

i - ither €
the signals are power, energy of neith

.
(54

1

(i) x(n)= (3

Solution :

(i) Givenx(n)= (%) IE!(\@
%

The energy of the signal

' E= 3 Ix)

1197

J

2

1

- 9
= Tim

v L

1.
9

The power P = lim
" N=ye

l'r

)n u(n) (i) x(n)=

er and energy of th
nergy nor po

i
(¢

1 H--r' ﬁl:\. ""L
.II‘.;-‘)'
2N+1 ;(9,)

lim
N 2

=0.LL.‘-—

e following Signalg. Fing
Why,
t,

wer signals.

)(iii) "(n)=5in(%n) 1) x(n)-neznu
Oy

-.'U(I'I)= lfol'ngg
I '-:Ofor n<0

T Rame—
—

,\.U;SOM‘O o G\@W\EW\C

QL ’
fQ #\ll $ " : (()(‘
| +4 _ r:.-')l_?* .
,.--_--—.—-'—-- 2

The energy is finite and power is zero. Therefore, the signal is energy signal.
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j(t2+08)

led =1

- I 2!

e

N
N- 2N+ Z

= lim
5

“"N n*-N

i il = 21\{1/
n=-N.

’ =1

N-so 2N ¥

The energy is infinite and power s finite. Therefore, the signal is power signal.

_Aii) x(n) = sin(%n)

" Qf i) ‘;;o/__ - 2
o i o l,—cq{%n) i_ ,‘i ~N o,
E'—-: ; 2 o - ____:_ = Se
:L; sin (4!1) nz_‘m % e 0
. 3
il
_rle‘l.’lz +1r§‘{5m( ) :
AL D
’ri{ ﬁs"—p‘;’n .. N ’AO g b
- tim L iz Liim sy NS
NN+l S 2 T 2%mNEL G
) ‘ N
&R )
| =3 4 Lt
\ / /1 S
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The energy is infinite and the power 1S fi N

(iv) x(n)=c*u(n)

E= i [x(n)|’ = ie‘“‘ =1+e! +elhud0=®

n=-c n=0

q..

l N

) 2
ok e “;Jx(")i

| [t
= lim 7
Now 2N+ 1| e’ =]

=00

/
'

The signal is neither power nor energy signal.

2.5.6_cPeriodic Signals and Aperiodic Signals
L 3

A signal is periodic with period N if and only if 7
x(n +N) = x(n) for all n. -(2.19)
The smallest value of N for which Eqn.(2.19) holds is known as fundamental period.
If Eqn.(2.19) does not satisfy even for one value of n then the discrete-time signal is
apcriodicf/ -
A discrete-time sinusoidal signal is given by
X (n) = A sin (ogn +6) ..(2.20)
The units of @, and 8 are radians.
- The signal x(n) is periodic if and only if
X (n)=x(n+N) forall n.
From Eqn.(2.20) we can obtain
X(n+N)=Asin[@,(n+N)+8].
=Asin[on+oN +0] «(2.21)
Eq. (2.20) and Eq. (2.21) are equal if
That is, there must an integer m such that

®,N =27m or

\ 0, =27 e
N wif2.22)

Therefore, the discrete time signal is periodic if the fundamental frequency , is
rational multiple of 27 otherwise the discrete-time signal s aperiodic.

The sum of two periodic signals x,(n)

and x,(n) with period N, and N, may or may
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not be periodic depending on the relationship between N, and N, If the sum to be periodic,

the ratio of time periods E nust be a rational number or ratio of two integers. Otherwise

the sum is not periodic.

Determine whether or not cach of the following signals is periodic. If a signal is periodic,
specify its fundamental period.

\(f)/ x(n)=€ " (ii) x(n) = cj é(mzl] (iii) x(n) = cosg—n- n
3

(iv) X(n) = cos%n + cos-?n ,

Solution
(l) X (n) = e.jlﬁim
®, = 6w. The fundamental frequency is multiple of 7. Therefore, the signal is
periodic. =~ T
From Eq. (2.22) 3
N=2n £:|
L%
[ m
=27 —
]
The minimum value of m for which N is integer is 3.
3
N=2xn—|=1
[Gn]

Therefore, the fundamental period = 1.
31
@/ x(n) = ejimi)

@, =—';1 , which is not a multiple of p. Therefore, the signal is aperiodic.

(iily x(n)=cos (%E]n

2 3
0)0— _3'_

4
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The signal is periodic.
The fundamental period

m

N=2n -EE- =3m
3
for m=|
N=3

" Therefore, thé fundamental period of the signal is 3.

W K(“)=cos[gn]+cos(%ﬂ)n - 9‘/ M) 'f‘%?— L/]) |

3 :
The fundamental period of the signal cos (‘f]ﬂg

Ny
N,=27tLti =6‘(form=1)
Similarly, v
m
bi; =20 Z N (form=3)
4
_N_L__ﬁ._i h’a L&M(Jr\h)/\/ﬂ—)
N, 8 4 = 44

=> N=4dN;=3N.=24
N=24.
2.5.7 ~Symmetric (even) and Antisymmetric (odd) signals

A discrete-time signal x(n) is said to be symmetric (even) signal if it satisfies the

condition. :
x(fn) = x(n) for all n. l" i 2:23)
Example : x(n) = cos on
The signal is said to be an odd signal if it satisfies the condition.

x(-n) = —x(n) for all n. .(2.24)
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Example : A sin on
If x(n) is odd then x(0) = 0

A signal x(n) can be expressed as sum of even and odd components, That is

x(n) =x (n) + x,(n)

(2.25)

Where x (n) is even component of the signal and X,(n) is odd component of the signal.

Replace n by -n in Eq.(2.25) we get
X(=n) = x (-n) + X (-n) = xe(n) ~X,(n)
Adding Eq.(2.25) and Eq. (2.26) yiclds

2x (n) = x(n) + x(-n)

sy
= ()= 5 () +x)

Similarly, we can get

—

H®=2 0 -] )

x(n x(n)

.(2.26)

.(227)

.(2.27a)

() (b)

Fig 2.14 (a) A symmetric Signal (b) An antisymmetric Signal

'\/Asignal x(n) is said to be Cal;sal if its value is zero for n <0. Otherwise the signal is non-

causal.
Examples for causal signals :

X,(n) =a"u(n)
N —T

|

/
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xa(m={,2-3-12

X,(n) = a"u(-n + 1)

xz(“) = {19_21 %a 45 3}

Example 2.4

A discrete-time system is characterize
y(@) - x(n) + e*y(n - 1)
Check this system for BIBO stability.
Solution : The given expression is
y(n) =x(n) +eay(n—1)
If x(n) = S(n), then y(n) = h(n).
Thus, the impulse response of the system will be
h(n) =8(n)+ea. h(n—-1)

d the following difference equation :

Now,

when n=0, h(0)=8(0) +ea.. h(-1)=1
whenn=1, h(1)=48(1) +ea. h (0) = e
when n =2, h(2) =6(2) + ec.. h(l) = e’
Similarly, we have

h(n) =e"a.
We know that to check the BIBO stability, the necessary and sufficient condition
is given by
> Ih(k)|<

k=0
Here, we have

o0

S Ih(K)|=1[+leat[+leal+....+ = )| ]=
k=0

k=0
Therefore, the given system is BIBO stable only when eo.> <1 or o <0. (Ans)

1
l-e

o

Example 2.5
Check whether the following systems are BIBO stable or not :

(i)  y(m)=ax’(n)
(i)  ym)=ax@)+b
(i) y(m)=e"
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Solution : (i) The given expression is

y(n) = ax’(n)
If X(n) = §(n)
then y(n) = h(n).
Thus, the impulse response is given by

h(n) =a8%(n)
Now,

Whenn =0, h(0)=a 9*(0)=a

Whenn=1,h(l)=4 *(1)=0
In general, we have

a when n =0
h(['l) = {
e 0 whenn#0

| E=

— - —_——

: We know that the necessary and sufficient condition for BIBO stability is expressed as

Y| (k)| < o o

Here, we have

w

2B = h(0) [+ (1) [+ [ h(2) |+t B(K) | +.= | 2]

k=0

Therefore, we conclude that the given system is BIBO stable only ifa < o

(ii) The given system is
y(n)=ax(n)+b

If x(n) = &(n) then
y(n) = h(n)

Thus, the impulse response is
h(n)=ad(n) +b

Now,

whenn=0,h(0)=ad(0)+b=a+b

whenn=1,h(I)=ad(l)+b=b

Here, h() =h(2)=.....=h(k)=b

Therefore, we have

h(n) a+bwhenn=0
n)=
b whenn#0

Also, we know that the necessary and sufficient condition for BIBO stability is
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expressed as

3|k} <e

Therefore, il h(k)| =] h(0) | + | h(1) [+ ] h(2) | +.....t[ h(K) [+

k=0

or D Ih(K)| =|a+b]+|b|+[b|+.t|b]+.

k=0

From above expression, itis obvious that this series never converges since the ratio betweg,
the successive terms is one.

Therefore the given system is BIBO unstable.

(ii1) The given system is
y(n) = e®
If x(n) = §(n)
then y(n) =h(n)
Thus, the impulse response is
h(n) =¥
Now,
when n=0,h(0)=e8®=¢"!
when n=1h(l)=ed"=¢=|

In general, we have

1 whenn#0

We know that the necessary and sufficient condition for BIBO stability is expressed
as

_] _
h(n):{e when n=0

1K) <o
k=0

Therefore, we have

Z;| h(k)| =|h(0) | +| h(l) | + | h(2) | +.....+| h(k) | +....
k
=e'+1+1+1+. 4]

From above equation, it is clear that the gj
? € given syste :
a BIBO unstable system, ystem never converges, therefore,
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L
Check the BIBO stability for the impulse response of a discrete-time system given by

h(n) = a".u(n)
Solution : Given that h(n)=a". u(n)

This mean that h(k) = a*, u(k)

We have 20| =1a*|=[a’ [+ ]a' | +[a? |+.... +\a“\+...=\ l \

k=0 l-a

. F@m above, it is obvious that the given system is stable if a <{r[/( i.e., a lies inside the
unit circle of the complex plane.  Ans.

Verify whether the following systems are BIBO stable or not

1 ure
& h(t) = RCe fort>0

0 fort <0

Lot
(i) h(t) = J_L—C“Sm[— \/E) fort>0

0 fort <0

1
Solution: (i) Giventhat h(t)= _@e—tmc

This is a causal system because we observe that
h(f) =0 for t < 0. (Given)
For stability let us evaluate,

a0

jh(t)dt = j";:_ce_‘mcdt fort>0

-0

Troovde [ L g-te
jh(t)t -[Rce dt

=a0

T 1 U\ oyrel
_Lh(t) dt= R (— ¥ RC}[e ”“C]u =1<®
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Henee this system is stable.

{ . f ) ]
(i1) h(t): —J—LE-SH\(*—JTF
This is causal system since

ht) =0 fort <0 (Given)

FFor stability let us evaluate,

i T 1
jhu)dl = Jﬁmn(——\/l—?] dt fort>0

-mn

P Lo 1
=-_J;JE Slll[—-ﬁ) dl

1
Let ic- P therefore dt = L C dp.

Thus above equation becomes,

j h(t)dt = j Ji_csin(—p)\/ﬁ dp

o

I sin(p) = —[— cos p]; =cos(c0) -1
4 ;

The value of cosine function is always from -1 to 1.

Here, since J h(t)dt < @, therefore, this is a stable system. (Ans)

2.6 /gperation on Signals
g

Signal processing is a grou
another signal as the output,
is represented as

y(n) = T[x(n)]

p of basic operations applied to an input signal resulting in
The mathematical transformation from one signal to another

+.(2.28)

The basic set of operations are

1. Shifting 2. Time reversal 3. Time scaling 4. Scalar multiplication 5. Signal' multiplier 6
Signal addition | | PR,

Scanned with CamScanner



2 Discrete-time Signal and Systems E
2.6.1 ~Shifting

/ The shift operation takes the input chucncu and shift the values by an & integer
mcrum.nl of the independent variable. The shifting may delays or W advances the sequence
in time. Mathematically this can be represented as
y(n) = x(n - k) .. (2.29)
Where X(n) is the input and y(n) is the output J

If k is positive the shifting delays the sequence. If k is negative the shifting advances !
the sequence.

2 y i
® 9 ) f
X(]'l) ¢ |
l 1
] [ ]
I
' 3 02 -1 0 1 2 3 4 6
2 2 2 2
x(n-3) T ? x(n-fz) ? ?
1 1 1 1

0 1234 567n 43210123 4n

|
) © |

Fig. 2.15 Shift operation on signal o

(a) Discrete time signal (b) delayed version (c) advanced version

A signal x(n) is shown in Fig. 2.15a. The signal x(n - 3) is obtained by shifting x(n)
right by 3 units of time. The result is shown in Fig. 2.15b. On the other hand, the signal
X(n + 2) is obtained by shifting x(n) left by two units of time (see Fig. 2.15c).
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2.6.2~Tolding or Time Reversal new sequence. I this,
; scheme to developa pg,,.aﬁ(}rl

This operation is an another useful el
independent variable n is replaced by ~-

-220)

y()=FD [x(n) ] =x(-n) WS
The figure 2.16 shows a graphical r epresentation of folding 0P
A X() ‘I 4
3
JQ Q . % 3
2 2 2 s

1

SANERIR 1,

(a)
Fig. 2.16 Graphical representation of folding operation

In this case,

T xm={,1,32,3,2) b

Wme Scaling :
This is accomplished by replacing n by An in the sequence x(n).

Let x(n) is a sequence shown in Fig. 2.17a.

If A=2wegeta iew sequence
In) by substituting different values for n.

we can plot the sequence y(

x(-n)={2,3, 2,3 L1}

For
==l ¥ ~n)=x-2)=3
Similarly
y(0)=x(0)=5
y(1)=x(2)=3
¥(2)=x(4)=1
SO on.

From the above result we can conclude that, to plot y(n) we have to skip the odd-
numbered samples in x(n) and retain even-numbered samples. The resulting sequence is

shown in Fig. 2.17b.
The original sequence x(n) is obtained by sampling a continuous signal x(t). The

signal x(2n) is obtained by reducing the sampling rate on the continuous-time signal by 2
factor of 2. This process of reducing sampling rate is often referred as down sampling or

decimation.
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3
2 \ 2
a5 4 F =2~ O .32

(a)
5
* y(n)=x(2n)

3 3

7 -6 -5 4 3 2.1 0 1 2 3
(b)

5
oy(n) =x(n/2)

; 4
1:
3 T 3
2 2
?
2 2 4 2 & & = T -
-7 6 5 4 3 21 0 1 2 3 4 5 6 1

(©)
Fig. 2.17 Graphical Representation of time scaling
Malar Multiplication or Amplitude Scaling

A scalar multiplier is shown in the Fig. 2.18. Here the signal x(n) is multiplied by a
scalefactor A.

x(n) 'A y(n) = Ax(n)

Fig. 2.18 A scale Multiplier

For example if x(n)={1,2, 1,-1} and A=3
Then the signal Ax(n) = {3, 6, 3, -3}
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£.6.5 - Signal Multiplier . ;
\, ) Sigllﬂl sequences (o lorm anothey Se

Uq%

fpatd "W
Fig. 2.19 illustrates the multiplication of ¥

x,(n) @_____ »y(n)= xl{n)xa(")
I x,(n)

Fig. 2,19 A signal multiplicr

For example, if x (n) = {1, 2, -3, -2} and

X,(n) = {1, -1,-2, 1)
Then, X,(n). X,(n) = {1, =2, 6, -2}

\Z-M/‘ddition Operation

Two signals can be added by using an adder shown as in the F ig. 2.20.

it (7 .
> = y(n) =x,(n)+x,(n)
D -

[

Fig. 2.20 An adder

For example, ifx,(n)={1,2,3, 4}
x,(n)={4,3,2,4)
Then, x,(n) + x,(n)={5,5,5, 8}
il-‘?/ /Discrete-Tlme System

A discrete-time system is a device or algorithm that operates on a discrete-time input
signal x(n), according to some well-defined rule, to produce another discrete-time signal
y(n) called the output signal. The relationship between X(n) and y(n) is

y(n) = T[x(n)]

‘o Discrete-time y()
——> > —p
Input signal System .
' Output signal

Fig. 2.21 Discrete time system
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2.8 sification of discrete-time systems

1[3I|sc:n::u*:-lnne Systems are classificd according to their general properties and characteristics.
1CY are

(1) Static and dynamic systems,
(2) Tiilic:v:ffiallf and time-invariant systems,
(3)  Causal and non-causal systems,
(4)  Linear and non-linear systems.
(9) FIR and IR systems.
(6)  Stable and unstable systems.
28.1  Static and Dynamic Systems

A discrete-time system is called static or memory less if its output at any instant n

PN

depends on the input samples at the same time, but not on past or future samples of the

Cm

input. In any other caseﬁﬁé\syétem 1s_saim¢ dmor to have memory.
The systems described by the fc;llowing equations - ‘
y(n) = ax(n)
_ y(n) = ax*(n)
are both static as they won’t require memory. On the other hand, the systems described by
the following equations 'J
y(n)=x(n-1)+x(n-2)

y(m) =x(n) + x(n-1)
are dynamic systems as they require finite memory.

Zyiﬁle-Variant and Time-invariant systems

A, system is called time-invariant if its input-output characteristics do not change
. i O T e~ — —~—— N S
with time. C:
To test if any given system is time-invariant, first apply an arbitrary sequence x(n)
and find y(n). Now delay the input sequence by k samples and find output sequence,
denote it as

y(n, Ki=T G- k)]
Delay the output sequence by k samples, denote it as y(n - k). If

y(n, k)=y(n-k) | Time invariant

for all possible values of k, the system is time-invariant on the othérhand, if the output.

y(n, k)#y(n—k) | Time variant

even for one value of k, the system is time-variant.
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W s e invariant  or time-variant,
etermine if the following systems are time-invariant |

(1) ¥(n) = xX(n) sin O (ii) y(n) = f( -n) . "K)J
Solution ' . K) ¢ 2 [ZLC,
_— . n,
W Given y(n, k) = x(n - k) sin W,n E]
If we delay the output by K unit in time then
y(n = k) = x(n -k) sin o, (n - k)
Since y(n, k) £y (n - k) the system is time variant,
(1) Ifthe input is delayed by k umts m nme and apphed to thc system we have
“y(n, k)= T[x(n k)] x( n- k) Aot |
If the output is delayed by k sampl
Y(n-k) =x[- (n - k)] = x(~n +k)
Here

Y(n:k) # }'(II - k)

so, the system—Tsﬁme-variant. U(\ (H Ujﬁ‘-i LV‘Q ](

Zﬁ}» Causal and Non-Causal Systems

A system is said to be causal if the output of the s ystem atany time n depends only on
present and past inputs, but does not depend on future inputs. This can be represented’
mathemancally as iR

y(n) =F [x(n), x(n - 1) x(n ~2) ]
If a system depends not only on present and past inputs but also on future inputs then
it is said to be a non—causal system.

! E Determine if the system described by the following equations are

1
causal or non-causal. (i) y(n) =x(m)+ ;(_n_—_ﬁ (i) y(n)=x(n%
Solution | : I

1
(i) Given,){('n),f—f XI‘“_?/': x(n—1)
Forn=-] 7\ B

YED=x(-N+

(“2)

Forn=0
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!
(0) = x(0) 4 -
V(D) ‘”'x( N

\‘/ ‘_q-.“?l C"“ M; ( j“ )
Y1) = X + ——
() = x{l) X0 A
’\‘ o
For all the values of n the output depends on present and past inputs. Therefore, the
system is causal,

(i) y(n)=x(n?)

Forn = -]
y(=1)=x(1)
Forn=0
y(0) = x(0)
Forn=
y(1)=x(1)
For negative values of n, the system depends on future inputs. So, the system is non-
causal. : : |
284 ear and Non-Linear Systems

A system that satisfies the Sl%e\r&sil_\_/m[)ﬁnciple is said to be a linear system,
superposition prittciple states that the response of the System to a weighted of signals be

equal to the corresponding weighted sum of the outputs of system to each of the individual
input signals. o . p T [‘:Q Ry ) "F'&;lq,(n)]
A system is linear if and only if ¢ }J 40
. e n
T[a,x,(n) +ax (n)ax (n)] +a.T[x (n oy T LM 2
[2,%,(n) +a,x,(n) a,x,(n)] 2T [%( )]{',_L—'-r ‘ JT‘E’\(LUUJ

A relaxed system that does not satisfy the superposition principle is called non-linear.

: :i: Determine if the system described by the following input-output equations are linear or

non-linear.

for any arbitrary constants a, and a,.

1
@ ym=x(mt gy () ym=x() (i) y@)=x(n)+ulntl)

Solution : ,@,V\ L H (.04 9{@\
| .

(i) Given y(n)=x(n)+ x(n=1) -(U) }

For two input sequences x,(n) and x, (n) the corresponding outputs are / \

N =T M+ — W Ny
1
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l .

ya(n) = T[x,(n)] = X, (n) + m

The output due to weighted sum 01 inputs IS
y,(m) =T[a, x,(n) + a,x,(n)]
]

T
=ax, )+ a5 * 5y (n-1)+a;%,(n=1)
on the other hand, the linear combination of the two outputs IS

% .(231)

3,Y,(n) +a,y,(n)=a,x,(n) + X, 3|- ) ek (n)+ X,(n=1)

Eq. (2.30) and Eq. (2.31) are not equal, superposition principle is not satisfied, g,
the system is non-linear, i

(i) y(n)=x¥n) |
The outputs due to the signals x (n) and X,(n) are

Yi(n) =T[x,(n)] = x*(n)
¥2(n) =[x, (n)] = x2(n)

The weighted sum of outputs is 3
| a,T[x,(n)]+a2T[x2(n)]=a,xf(n)+a2x§(n) .(2.32)
The output due to weighted sum of inputs is
A Y3(n) =T [ajx](n) + azxz(n) ] = [a]x|nJ + azxg(n) ] : ok (2'33)

"Eq. (2.32) and Eq. (2.33) are notequal, superposition principle is not satisfied. So,
the system is non-linear.

(i) ~y(n) = x(?) +u(n+1)
Consider:, Y,(n) =x (n) +u(n+1)
’ Y1) =x,(0) + u(n +1)
linear combination of the two input sequences results in the output
Y,(n) =T [ax,(n) +bx, (n)]

i S R I T T =[ax,(m)+bx,(n)] +u(n+1) (2.34)
. - Einally the linear combination of two outputs yields |
ay,(n) + by, (n) =ax,(n) + by(n + 1) + bx, (n) + b u(n + 1) wl235)

Since Eqn. (2.34) and (2.35) is not same, so the System is nonlinear.
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Lincar time
ime-mvariant systems can be clastified according to the type of impulse response.

e
rn) impulee response sequence is of finite duration, the system is called a finite impulse-
3 : )
sponse (FIR) svstem. On the otherhand, an infinite impulse response (IR) system has
an impulse response that is of infinite duration.

An example of a FIR system is described by
- Loncaet T 2 'w"ﬂb"lf

hin)=< | n=14

0 otherwise i

An example of an 11R system is described by
h(n) = nu(n)'

~Stable and unstable systems

‘ L An LTI system is stable if it produces a bounded output sequence for every bounded
input scq‘ucn.cc. If, for some bounded input sequence x(n), the output is unbounded (infinite),
fhc system is classified as unstable. Let x(n) be a bounded input sequence, h(n) be the
impulse response of the system and y(n) be the output sequence. Taking the magnitude of
the output o

we have |y(n)| =

> h(k) x(n—k)‘
et

We know that the magnitude of the sum of terms is less than or equal to the sum of the
magnitudes, hence

ly(n) 1< Y Ihk)| | x(n-K)]

k=-w

Let the bounded value of the input is equal to M, the Eqn. can be written as

|y(n)|sM Y h(k)

k=-o

The above condition will be satisfied when

o b BT.'ZO*

i| h(k) |< o

k:-—w

So, the necessary and sufficient condjtion for stability is

Stability condition | 2l h(n) [<M <

n=-o,

v
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Test the stability of the system W he

h(n) (1) u(n)

Solution :

iyh(n) e

n==7

The necessary and sufficient condition for stability 15
Given h(n) = (1/2)" u(n)

i [h(n)|= )_1(172)" u(n)|

N=-m

=i(1/2)"

=
= +1/22.... .1
L 12+l ?o (-.-]+a+az...ooz——-)
l-a
1,
1_1/2

Z Hengg# the system is stable.
219 presentation of an Arbitrary Sequence

Any arbitrary sequence x(n) can be represented in terms of delayed and scaled impulse
sequence &(n). Let x(n) is an infinite sequence as shown in Fig.2.22a.

The sample x(0) can be obtained by multiplying x(0), the magnitude, with unit impulse
&(n) as shown in Fig. 2.22c.

Wy g x(=1) for n=-1
\ LE., X(OJS‘("J- 0 forn#-1 T L5 T x(n)
Similarly, the sample x(- 1) can be :
obtained by multiplying x(~1) the 0.5 ---
magnitude, with one sample advanced I I
unit impulse 8(n + 1) as shown in Fig. 302 -
2od g 1 001 2 3 i
()
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. x(=1) forn=-|
1.C, .\'(*—l]lS(“ k- l) = 0 forne-|

In the same way
X(=2) forn=-2

X(=2)0(n +2) = { 0 forn#-2

x(1) forn=1
D=1 = 0

for n#1
X(2) forn=2
X2)¥m-2) = 0 forn#2

The sum of the five sequences in
the Fig. 2.22a

X(=2)3(n +2) + x(-1)3(n + 1)
+x(0)8(n) + x(1)8(n - 1) + x(2)8(n - 2)
equal x(n) for—2 <n <2. In general
we can write x(n) for— <o <n < as
‘SIQ T x(n) = .x(=3)8(n +3) +x(=2)8(n +2)

| +x(=1)8(n +1) +x(0)8(n)
+x(3)3(n—3)+ ...

o

—e ]
)‘ = Y x(k)8(n-k)

k= e BLEW

.. (2.36)

where &(n — k) is unity for n =k and

zero for all other terms. < —

2.10 pulse Response and Convolution Sum

I &(n)

0oL\ o oo ——
J 244 01 2 1)
(b)

I 0.5 «(0)d(n)

3290 1 23

" I x(-1)8(n+1)

2 3

| x(1) 8(n-1)
+ l
3 2 1
e)

3 i
15 '
x(2) §(n-2)

(P

R
.

o

e

32 -1 0123

x(-2) 8(n+2)

©

Fig. 2.22. Representationof a sequence as !
a sum of delayed impulses

A discrete-time system.performs an operation on an input signal based on a pre-

. defined criteria to produce a modified output signal. The input signal x(n) is the system
“excitation, and y(n) is the system response. This transform operation is shown in Fig.

2.23.
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= T[x(n)]
X(n) 7 o) E{:

Fig. 2.23. A Discrete - time system representation
If the input to the system is a unit impulse i.e., X(n) = §(n) then the outpyt of g,
system is known as impulse response denoted by /(n) where
() = T(3(n)] .
We know that any arbitrary sequence x(n) can be rf:prf.:sented as a weighted syp, o
discrete impulses (Eq. 2.36). Now the system response is given by

. (2.37)

y(n)=Tx(n)]=T[ ix(k)ﬁ(n— k)] . (238)

k=-w

For a lingar system Eq. (2.38) reduces to

y(n)=[ D x(k)T[8(n- k)] (2.39)
k=-wo

The response to the shifted impulse sequence can be denoted by h(n, k) is defined as

h(n,k) = T)[8(n—k)] ..(2.40)

For a time-invariant system h(n, k) = h(n — k) ..(2.41)
Substituting Eq. (2.41) in Eq. (2.40) we obtain

T[8(n - k)] = h(n-k) ..(2.42)

Substituting Eq. (2.42) in Eq. (2.39) we have

y(m)= > x(k)h(n-k) (2.43)
k=— /

For a linear time-invariant system if the input sequence x(n) and impulse response
h(n) is given, we can find the output y(n) by using the equation

y(n)= D x(k)h(n-k) . (2.44)
k=-

which is known as convolution sum and can be represented as
y(n) = x(n) * h(n). where * denotes the convolution operation.
The convolution sum of two sequences can be found by using following steps.

Step 1: Choose an initial value of n, the starting time for evaluating the output sequence
y(n). If x(n) starts at n = n, and h(n) starts at n = n, then
n=n, +n, is a good choice.

1
Scanned with CamScanner



Discrete-time Signal and Systems
Step 2: Express both sequences in terms of the index k.

Step 3: Fold h(k) about k = 0 to obtain h(-k) and shift by n to the right if n is positive and
left if n is negative to obtain h(n - k).

Step 4: Multiply the two scqhences X(k) and h(n - k) element by element and sum the
products to get y(n).

Step 5: Increment the index n, shift the sequence h(n - k) to right by one sample and do
Step 4. -

Step 6: Repeat Step 5 until the sum of products is zero for all remaining values of n.
Properties of Convolution

(1) CommutativeLaw: x(n) * h(n) = h(n) * x(n)
il) ASSpeTative Law: [ x(n) * h,(n)] * h (n) = x(n) * [h,(n) * h (n)]
utive Law: x(n) * [h,(n) + h,(n)] = x(n) * h (n) i ?T-@) %l] l[/))

Determine the response of a dsicrete-time system to input
signal s(n) = {2, 1, 3, 1}.
7

Also given unit-sample (impulse) response
h(n)={1,2,2,-1}
T

Solution. Convolution sum is defined as

y(n)= > s(k)h(n-k)

ks—m

0, y(0) = ) s(k)h(-k)

k=-

sk)= 2, 1, 3, 1
. 1

n

hk)= 1,2, 2, -1
|

s(k) = ;r 1, 3, 1
h(-k)= -1, 2, 2, 1 ) /,’%, 11
o \ }
Y(0)=is(k)h(—k)=2x2+lxl=4+l=5 ,L =y 2 Jo

k=-o

. h“i"&)

n=1, Y= s(k)h(1-k) gt 3, 1
l_ e

et 1. |
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s(k) = 2
i
h(l"‘k): _ll 2! _

-

v = Y s(oh(1-Kk)=2x2+1x2+3x]

L--:-cn

=4+2+3=9

ad

n=2, ¥()=) s(k)h(2-k)

k=—a

sk)= 2,1, 3, 1
| 7

hQk)= -1, 2, 2, I

y(2)= iS(k)h(Z-k)=2>< (-1)+1x2+3x2

k=—c0
+1x1==2+2+6+1=7

-]

n=3, y(3)= ) s(k)h(3-k).

k=—w

sk)= 2,1, 3, 1
T

h(3_,k)= _]s 29 2: 1

y(3)= Y s(k)h(3-k) =-lx(—I)+3x2+] X2

k=—w
==1+6+2=T

o

n=4, y(4)= s(k)h(4-k)

k=-x

sk)= 2,1, 3, 1
T §
t| hE-k) = =1, 2, 2, 1

y(4)= Y s(k)h(4 - k) =3x (=1) + 1x 2
k==
n=5, ¥5)= Y s0hG-k)
k=-wm
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s(Ky= 2,1, 3, 1
T

h(5-k) = -1, 2, 2, 1

Y(5) = D s -k) =1 x (=)=
ke=m
n=6,y(6)=0
=2y =0
If sequences s(n) and h(n) have M sample points and N sample points, respectively,

then convolution of these sequences will havé M + N — | sample points. In this example
sequence s(n) has 4 points, and sequence s(n) has 4 points,

Then convolution of these sequences will have 4 + 4 — | = 7 points

w

n=-1, o y(=D= ) sk)h(=1-k)
k=-»
s(k) = 2, 1,31
T
h-1-k)= -1, 2, 2, 1

y-D= is(k)h(—l -k)=2x1=2
k=—w ‘

Resultant of convolution sum of s(n) and h(n) is y(n) and is given as follows :

y(m) = {y(-1), y(0), y(1), y(2), y(3), y(4), y(5)}
= {2,%9, 7,7,-1,-1}

2.11 /Pwﬁtﬂas of Convolution Sum

SN

Convolution is a mathematical operation between two signal sequences s(n) and h(n).
This operation satisfies following properties :

1. Commutative law
2. Associative law

3. Distributive law. LTI System

Commutative Law. Convolution s(n) y(n)
sum satisfies commutative law. T 7 ) —
According to commutative law for a
system shown in Fig. 2.24.

Fig. 2.24 LTI system

s(n) * h(n) = h(n) * s(n)

_—_
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e S —— e e e e et e = \
or }:s(k)h(n - k)= Zh(k]s(n ~K)

ke e ke -m

This is true only for 111 discrete-time systems,

Associative Law. Convolution sum also satisfies the associative law, According to
associative law for the systems shown in Fig. 2.25.

(s(m) * h (n)) * h,(n) = s(n) *hy(n)*hy(m)]

LTT System LT1 System
s(n)

y(n)
——— h,(n) hy(n) ——

Fig. 2.25 Cascading of two discrete-time LT/ systems.

Distributive Law. This law is also satisfied by convolution sum of two-discrete-time LTI
Systems. According to the distributive law for the systems shown in Fig. 2.26.

$(n) * [h,(n) + h,(n)] = s(n) * h(n) + s(n)* K(n)

LTI System
» h,(n)
4} ' y(n)
LTI System Summer
—> h,(n)

Fig. 2.26 Bwo discrete-time LTI systems in parallel.
2.12  Inter cognéction of LTI Systems

2.12.1 Parallél connection of systems .

nsider two LTI systems with impulse responses h (n)and h ,(n) connected in paralle|
own in Fig. 2.27(a). ;

System 1|
y,(n)
—> h](")
" ym) x(n) y(n)
System 2 Summer = —>» h0)+hm) —>
L 4 h,(m) y,(n) '

Fig. 2.27(a) Parallel connection of two system; (b) Equivalent system
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From Fig. 2.27(a) the output of system 1 is

Y,(n) =x(n) * h (n) r(2.45)
and the output of system 2 is

Y,() =X(n) * h (n) 0 (2.46)
The output '

y(n)=y (n) * y,(n)
=X(n) * h (n) +x(n) + h (n)

(:s]

= " x(k)h,(n-k) = ix(k)hz(n ~k)

k=-w k=—t0

= ) x(K)[h,(n - k) + hy(n-k)]

k=—w

= Y x(k)h(n-k)
k=—x

=x(n) * h(n)
where h(n) = h (n) + h (n). e 24T)
Thus+f the two-systems are connected in parallel the overall impulse response is
of two impulse responses. '

equ

2.12.2 ¢ade Connection of Two Systems

Consider two LT1 systems with impulse responses h (n) and h (n) connected in cascade.
Let.

0] e 10w RO U8 p v Ty Bk
@@ (b)
Fig. 2.28 (a) Cascade connection of two systems; (b) Equivalent system
y,(n) is the output of the first system. Then &
y,(k) =x(K) * b, ()
= 2 XWh(k=v) .. (2.48)
- the output
y(n) =y,(k) * hy(k)
=[ > x(v)hy (k- V)]*hz ky n(2:49)
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)’(") = Z X(V)hI(k = v)hZ(n - k)

k= =00 \V==00

Let k-v=p

ym= 3 x) Yy )y (n-v=p)

V=m0 p——ua

= i x(v)h(n-v)

Ve==00

=x(n) * h(n)

where h(n) = Z h,(k)h, (n-k)

V=-—0

= h,(n) * hy(n) L A g
Hence the impulse Response of two LTI systems connected in cascade is th

convzlution of the individual impulse responses.
- An inter connection of LT1 systems is shown in F 1g 2.29.
1 n }
The impulse responses are h (n) = (5] [u@m-u(m-3)]; h(n)= d(n)

and h,(n) = u(n —I). Let the impulse response of the overall system from x (n) to y(n) be
denoted as h(n). .
(a) Express h(n) in terms of h,(n), h,(n) and h,(n) (b) Evaluate h(n).

h,(n)
-~ x(n) h(n) | % y(n) _

h,(n)

Fig.2.29
Solution

‘The systems with impulse responses h.(n) and h (n i
: 2 4(n) are connected in parallel. This can
replaced system an equivalent system whose impulse response is suﬁl of two indixidual

impulse responses. That is
. ' r\/—\_/ 'r
h'(n) = h,(n) + h,(n)
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ulls y(n)
-—ESE)) h,(n) > h(n)+hyn) —>

Fig. 2.30

Now the systems with impulse responses h,(n) and h'(n
the overall impulse response
h(n) =h (n) * h'(n)
=h,(n) * [hym) + hy(n)]
=h,(n) * hz(n) +h,(n) * h,(n)

)is connected in cascade. Therefore,

2

hy(n) = 8(n)
hym) =u(n-1)
h,(n) * hy(n)

- [@ [u(n) — u(n - 3)] +8(n)
(l)n [u(n) - u(n-3)] ‘—'——@ ~ [rx(n)*3(n)=x(n)
2

h,(n) * hy(n)

.—.{(%T[u(n)—-u(n—3)]}*u(“"1)

=G] u(n)*q(n-l)-(—;-] u(n-3)+u(n=1)

Given h,(n) = (l) [u(@-u(+ 3)]

Let us take
y,(n)= (_1_)" U(ﬁ@
? Ot =4
S (L torn, N nH
= —| fornp>1 .
=0 for n;l n=o i——a_

=y,(n)= 21 =2\:l—(%u |
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::»y,(n)=2ll —(%) j\for n2|

=0 forn<|
Therefore,

y,(n) = 2[1 - (%) ]u(n -1)

1y
y,;n =(— u(n-3)*u(n~1)
2/ .

3 (Vw7

k=3 \2
=0 forn<4
n-3 : ks
{1 _[_1) J
1 2 [
:"Yz(")',—'(g}_————-—-l =forn>4 -

Pl
2

=ZI’:I-3[-21-) Jforn24
'—‘[%—2(51-) Jforn24 :
_ 1 )"
_ZU(H—4)-2(§-) u(n-4)

¥ i
:>h(n)=[5) [u(n)-—u(n-—3)]+2[l—[—!—) ]u(n-—])
1 )"
+[;(‘2("2*) }U(n~4)
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2.13 Correlation of Two Sequences

v

So far we discussed about the convolution of two signals which is used to find the
output y(n) of a system, if the impulse response 4 (n) of the system and the input signal x
(n) are known. In this section, we will study a mathematical operation known as correlation
that closely resembles convolution. Correlation is basically used to compare two signals.
It occupies a significant place in signal processing. It has application in radar and sonar

system where the location of the target is measured by comparing the transmitted and
reflected signals, Other

applications of correlation includes in image processing and control engineering etc.
Definition: Correlation is a measure of the degree to which two signals are similar.
- o — -

— —

The correlation of two sigﬁals is divided into (i) Cross-correlation, (ii) Auto-correlation.
2.13.1 Cross-Correlation

The cross-correlation between a pair of signals x (n) and y (n) is given by
L] ‘:ﬁ\'-"_ e

Yo)= ) x(n)y(n-1) 1=0%1,%2,%3, | e (2.51)

N=—wm

The index / is the shift (lag) parameter. The order of subscripts xy indicates that x(I})
is the reference sequence that remains unshifted in time whereas the sequence y(n) is
shifted / units in time with respect to x(n).

If we wish to fix y(n) and to shift x(n), then correlation of two sequences can be
written as

VD= D ymx(n-1)

n=-o0

= iy(nu)x(n) e (2.52)

n=-—u

If the time shift / = 0, then we get

YO =T1,,@= D ymy(®) e

n=-w

Comparing Eq. (2.51) with Eq. (2.52) we find that

Yoy (D =V (D) )
where ¥ (- ) is the folded version of ¥, (/) about [=0.
We can rewrite Eq. (2.51) as

Yo ()= D x(my[-( -]

n=-ao

=x(D*y(-D &)
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2.13.2 Autocorrelation

The autocorrelation of a sequen o
autocorrelation of a sequence x () is defined by

is correlation of a sequence with itself, The
ce

-]

.(2.55
Yo ()= Y x(n)x(n-1) = x(D*x(-]) (2.55)

n=-o

or equivalently

Y.‘,(l)-: ix(nﬂ)x(n) il 2:90)

If the time shift / = 0, then we have

1o (@= Y x(n) . (2.57)

.~ Deter the cross-correlation sequence Y,,(/) of the sequences
s(m) = {2, 1, 3)
- )

y(m)={1,2,2}
0

Solution :

Number of sample points in resultant of correlation of two discrete-time sequences
=3+3-1=5.
Cross-correlation sequence is defined as

o

Ysv()= D s(n)y(n-1)

n=—w

I=0,£1,£2 ..

o

For/=0 Tsy(0) = ZS(U))’(H)
s)=1(21,3)
T
y(n)=41,2,2)
T
Ysy(0)= D s(n)y(n) =2x1+1x243x2=24246-10
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— e — e =

o0

For /=1 Ysy(D =) s(n)y(n-1)

N==og

s(n)={2, 1, 3)
T

y(n-1) = )i 2,2
i)

Ysv(D= D s(n)y(n-1) =1x1+3x2=1+6=7

N=—c0

Forl=2  Ysy@)= Y s(my(n-2)
s(n)= 2,1,3
D
yo2)=  1,2,2

Ysv(2)= D s(n)y(n-2) =3x1=3

1,3)=0
Y 4)=0
Y, ($)=0

Forl=—1,  Ysy(-D= D s(my(@m+D)

N=—x0

sm)= 2,1,3
T.

yn-1)= 1,2,2

0

Yey(=D)= Ys(m)y(n+1) =2x2+1x2=6

n=-—o

Forl=—2,  Ysy(-2)= X s(my(n+2)

n=-o

s(n) = 2,153
1

yn+1)= 1,2,2
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Ysy(=2)= is(n)y(n+2) =2x2=4¢ L‘

Yo (-3)=0

Yo () =0
Yo (=5) =0

The'resultant cross-correlation sequence {

Yer® = [Hey™2), Yor(=1)s Yoy, Yey(1)s Tsy(2)]
= {4,6,10,7,3)
0

5 E Compute the auto-correlation of the signal

s(n)=A"u(n),0<A<I
Solution :

Since s(n) is an infinite-duration signal and its autocorrelation will also have infinite
duration. There will be two cases:

Case- L. If/>0

ruD= 3 s(ms(n-D = 3 A%u@). A" Xn 1)

:iAn-An-f
n=/

-__iAn-An.Anﬂ‘ :A.:i[Az]n
n=/ n=/

since A < 1, infinite series coverages

AT = ,120
A [I—AZ} 1_A2 ---(a) .

Case IL. For /<0 /

SEERRUEDW OIS A"A“““A"’Z[AQ]
. i .L|'|=—¢) E:-J .
o . . g P s 1 - . l _

o) 5 20T i

5canned with La m5canner

-




s e Discrete-time Signal and Systems m

-—A i ‘ \—- S o

Al
Y() = T—:;\—;Jao
AT Auto - correlation sequences

Yss('{)=“——-——-
I—A? (<0

Hence auto-correlatjon of the signal s(n) = A"
A|f l
Yss() = m’hmd( ©
2.14 Time Response Analysis of Discrete-time Systems
\/ There are two basic methods for anal

u(n), 0 <A <lis given as

: . ysing the response of a linear system to a given
nput signal. In first method the input signal its first resolved into sum of elementary

signals (impulse). Then using the linear property of the system the response of the system
y to the elementary signals are added to obtain the total response.

Second method is based on the direct solution of the difference equation representing
the system. > .

The general form of difference equation is

manr

N M
y(n)=->"a,y(n-k)+ Y b,x(n-k) . (2.58)
k=1 k=0

where N is called the order of the difference equation. The solution of the difference
equation consists of two parts i.e.,

where y,(n), the natural response is known as the homogenous solution and y,(n) the
forced response is called as particular solution.

The homogenous solution is obtained by setting terms involving- the input x(n) to
zero. Thus from Eq. (2.58) we have

N
D ay(n-k)=0 : . (2.59)
k=0 3 .
where a = 1
To solve the Eq. (2.59) assume \

y, (=2 .. (2.60)
where the subscript h on y(n) is used to denote the solution to the homogeneous difference
equation.

| '
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Substituting Eq. (2.60) in Eq. (2.59) we get

N
Zuk?\."”k =0

k=0
AN +a AN ay A +ay]=0
which gives
MWa ANy ay A+ay =0 -+ (2.61)
The Eq. (2.61) is known as characteristic equation and has N roots, which we denote 5
' —

If &;,, ..., Ay aredistinct, the general solution is of the form

Ya(n) = C A + C,A% +....CAY . (2.62)

For example, if the roots are A, =2 and A, =3, then

yn(n)=C,(2)" +C,(3)" .. (2.63)

If the roots of the characteristic equation are repeated, say A, is repeated for m times,
then the general solution of ¥,(n) contains the term

j 3(C, +Cyn+ Con o Con™ | . (2.64)

‘a r
For each repat root, there is a term of this form iny,(n).
If A, =2 is repeated for 2 times then 2'(C, +nC)) is the general solution.
If the characteristic equation has complex roots for example,

Ashy=atjb
then the solution y,(m)=r"(A, cosnb + A,sinng) .. (2.65)
where r = mm/\/—\, . (2.66)
6=tan"' b/a «(2:67)

Ai and A, are constants,

_ The particular solution y,(n) is to satisfy the difference equation for the specific input
signal x(n), n > 0. In other words, yy(n) is any solution satisfying

N M
( 1+ a0y (n-K)= Y bx(n-k)
k=1 —k=0

[
To solve Eq. (2.68), we assume for Y, (n), a form that de
The general form of the particular solutior/

..(2.68)

pends on the form of x(n).
for several inputs are shown in table 2.1.
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Table 2.1. . General form of particutar solution for several types of input
X(input signal |y (n) Particular solution
A (Step input) [ —
AM" KM"
M
An Kon™ + KoMKy,
n.M
A'n A"(Kon™ + K M4, K )
A oS ®,n K, cos wyn + K, sin o n
A sin wgn

To obtain the total solution we have to add the homogeneous solution and particular
solution. Thus

y(n) =y, (n) +y (n) (2.69)'

The resultant sum y(n) contains the constant parameters {Y,} embodied in Fhe

homogeneous solution component y,(n). These constants can be determined by applying
initial conditions,

Impulse Response
The general form of difference equation is

N M
y(m) =) 2,y,(n-k)=) bx(n-k) - (2.70)
k=1 k=0
For the input x(n) = &(n)
M
Y byx(n-k)=0 for n>M (271}
k=0

Then Eq. (2.70) can be written as
—

N
y(n)=Y a,y(n-k)=0 - (2.72)

k=0

a,=1

The solution of Eq.(2.72) is known as homogeneous solution. The particular solution is
zero since x(n) = 0 for n> 0, that is

Yo(n)=0 . (2.73)

Therefore we can obtain the impulse response by solving the homogenous equation and
imposing the initial conditions to determine the arbitrary constants.

Step response
The step response can be easily expressed in terms of the impulse response using

convolution sum. Let a discrete time system have impulse response h(n) and denote the |

O a4
step response as s(n). :
oAkl ok S S
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The s(n) = h(n) * u(n)

= S h(kyu(n-K)

k=-00
Since u(n— k) = 0 for k> nand u(n - k) =1 fork <n we have

s(n) i h(k)

k==

That is, the step response is the running sum of the impulse response.

i E The discrete-time system

y(n) =ny(n -1) + x(n),
is at rest [i.e., y(=1) = 0]. Check if the system is linear time invariant and BIBO stable.

.. (2.74)

n>0

Solution :
y(n) = ny(n—1) + x(n) (D)

The solution for y(n) = y,(n) + yp(n)
yh(n) —> homogenous solution
yp(n) — particular solution

Hence we have t'o find irqp_ulse response
I X(n) =8§(n) - |

S0y (n) =0

Lety, (n)=)"

So. A" =m" (+ X(m) = 0 for homogenous solution)

= nlnhl(l-n) =0

= A =0orn

S0 y,(m)=Anr '

Y(n=k)=A(n - k) ~AD

Y(n,k) = A(n" - k)

y(n, k) # y(n - k) = Time variant

ZY(H) :‘AZn“ =
n=- Itis unstap|e.

N=-w
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Determine the zero-input res

equation. ponse of the system described by the second-order difference

X(N) =3y(n-1) ~ dy(n-2)=0
Solution :
x(n)=3y(n-1) - gy M=2)=0
For zero input response, ic, xX(n) =0,
Also, =3y -1)-dyn-2)=0

H

=¥ =)= ‘313’ (n-2)

-4
= y(-1)= —3——y(—2) (- For n=0)

For n=1 y(O):jy(_1)=(ﬁ)2@ (‘- Z)

4 n+2
= Solution is Y(n)=[T) y(-2)

Eg Determine the impulse response of the following causal system :

y(n)-3y(n—-1)- 4y(n—-2)=x(n) +2x (n -1)

Solution :
y(n) - 3y(n — 1) —4y(n =2) =x(n) + 2x (n -1) ()

‘_’___’___.\_\d_,_’———_'_’—_____—_-—__ R
For impulse response the M@
Now for homogenous solution,
y(n)-3y(n—1)—4y(n-2)=0
Let ym)=A" -
SO ln_3 ln-l_4 }Mn~2=0

= M-3A-4=0. GSCO) -::I —'ﬁ p (% :‘,

= A=4,-1 . L

0 y,m=Cédr +CLIY al () B

"Forn=0, y(0) - 3y(=1) - 4y(-2) = x(0) + 2x(=1) from eqn. (I) e
TSN e SIS I Wik
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From equation(Il)

V(0)=C, +C, il
= C,+C,=|
Forn=1, y(l)-]y(o)_ozo-l-z.l
= ¥1)=S5 From equation(l)
y1)=4C,~C, From equation(Il)

= 40, ~C, =5 w1V}

From eqns (1II) and (IV),

6,8
5

-1
& ng?

6 n 1 n
So  y(n) =<0) —g(—l)

[ Exvanple 2.19 S
Determine the response of the system with impuise responée
h(n) = a"u(n)
to the input signal
x(n) = u(n) - u(n - 10)
Solution :
h(n) = a" u(n)
x(n) =u(n)-u(n - 10)
y(n) = x(n) * h(n)
= u(n) * a"u(n) - u(n - 10) * u(n) . an

@

= Z u(k)taakg(n—k_% Zu(k—lO)u(n-.k)aﬂ-k

N=-—w kz-m

. i n
='Za“.a“" *‘Za".a'x

kefﬂ H\:\" 0
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p— Discrete-time SIBNE° 77—~ —
EE Determine the impulse response and the unit step response of the systems described bY

Solution :

the difference equation

y(n) = 0.6 y(n=1)-0.08 y(n — 2) + x(n)

y(n) = 0.6 y(n =1) = 0.08 y(n — 2) + x(n)

Here solution of y(1) = y,(n) +y (1)

For unit step response i.c. X(n) = 48w @, N )
y,(m =K

So from equation (I),

K=0.6K-0.08 K+1

= 043K=1
= K=1/048~2

= }’p(n) =2

For homogenous solution, eguation(l) becomes,
y(n)—0.6 y(n - 1)+0.08 y(n-2)=0

Let y(n) = A"

So A" — 0.6 A~ +0.08 A2=0

— 22_06)L+008=0

—  100A2—60A+8=0

= 250 -15A+2=0

. ] 2
= 5= EAD)=0R Az T

1" 2Y
Soy,(n) = C,(g) +C2("5']

N (2)
So y(n):cl(—s') +C2('5—] +2

Y(0)=CI+CZ+2

1 2
9= 3G +5 Gt

il

..(I)

..(1IT)

(V)
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From equation (I),
y(0)=x(0) = |
y(1) = 0.6 y(0) + x(0)
=1.6
NowC, +C,+2=1
= C+C,+-1

(V)

& &+£+2=1.6

= C+2C,+10=8

= C,+2C, =<2

Solving equation (V) & (VI),
E.==,C =0

(V)

So | y(n)= -[%) +2

MISCELLA’BI_EOUS SOLVED EXAMPLES

! E A discrete-time signal x(n) is defined as

I+~'1, -3<n<-1]
3

x(n) =<1, 0<n<3

0, elsewhere

(a) Determine its values and sketch the signal x(n).
(b) Can you express the signal x(n) in terms of signals &(n) and u(n) ?

Solution :

(

1+§ _3<n<-1
x(n)=4 1 0<n<3

0 else where

@ x(m={0-033-067, L)
(b) X(n)=(-033)8n+2)-0675(n+1)+ 9 (,0C")
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Againx(m = - 0.33 V(o + 2) ~ u(y
=0.67 Wy 4 . 4(1"-; ]I )l
4%(11% u(n — 'l[ "
Hun - 1)‘_11(“_2)?. |
=2y 3y

Hu(n -3y - u(n - 4)j‘f

i)  Show that any signal can be de

iii)  Ilustrate your arguments using the signal

x(n) = {2, 3, ch, 5,6)

Solution :
| (i) Let a signal is x(n)
Then its inverted signal is X(-n)
The even part of the signal is;

Xx(n) +x(-n)

X.(n) =
(n) y
The odd part of the signal is,
x(n) - x(-n
FORUE.C)

(ii) Yes the decomposition is unique
(iii) x(n)={2,3, f]{, 5, 6}

X(—n) = {5: 6’ 4, 3’ 2}
T.

xe(n) _ X(n) +2X("'H) — {35’ 45’ ?’ 4’ 4}
x(n) =X _ -15,-15,0,1,2)
Xo(n) = _——HT__— :

2) + d(n ~ 3) Discretetime Signal and Systems [ 67 |

¥ C0mposed into nt.
ii) Is the decompositiop unique an even and an odd compone
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Consider the system
y(n) = T[x(n)] = x(n")
Determine if the slyslcm is time invariant.

Solution :
y(n) = x(n)
y(n, k) = T[x(n = k)]
=x (M’ -k)
y(n =k) = x((n - k)’
= x(n’+ k*-2nk)

Herey (n,k) #y (n-k)
SO it is time variant

Example 2.24

Compute the convolution of following signal.
x(n)={0,1,4,-3}, h(n)={1,0,-1,-1}
T 1

Solution :
x(n)={0,1,4,-3}, h(n)= {1,0,-1,-1}
i T

y(n) =x(n) * h(n)

= ix(k)h(n— k)
k=-c0

y(n) will start from n = 0,
Total no. of signals in yn)=4+4-1=7

i.e.0<n<é.

y(0)= > x(k)h(n - k)

k=-w

=x(0) h(0)=0
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y()= Y x(k)h(1-k)

k=-w

=x(0) h(1)+x(Dh©)=0+1=1

y(2) = D x(k)h(2-k) = x(0) h(2) +x(1) h(1) + x(2) h(0)

k=-c

=0+0+4=4

y(3)= D x(k)h(3-k)

k=-o
= x(0) h(3) + x(1) h(2) + x(2) h(1) + x(3) h (0)
=0+(=1)+0+(=3)1
=_4

o

y(4)= Y x(k)h(4-k)

k=-w
= x(0) h(4) + x(1) h(3) + x(2) h(2) + x(3) h(1)
=0+1(-1)+4.(-)+(3).0
=—5

y(5)= 3 x(G-K)

k=-o
=x(2) h(3) +x(3) h(2)
=4, (—,'1) + ("3) . (_l)
=]

- a]

y(6) = Z x(k)h(6-k)

k=-o
=x(3) h(3)
=(-3).¢D
=3
soy(n)= {0, 1,4,-4,-5,-1,3}
T
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Example 2.25

. - of signals.
\/Cgmpute the convolution of following pair 0f 3 &
x(n) =V(n +1)=u(n- 4) - o(n— 3)
h (n) = [u(n +2)—u(h = H.GB=In )

Solution :
x(n)=4(n+1)-u (n—4)-8(n-3)
2{‘13 I! l.s 15'1905"]} n|="'[,N|=7

h(n)=[um+2)-um-3). G- In|)

= (1,2,3,2, 1} n,=—2
T N,=5
y(n) = x(n) * h(1) will start at n=n, +n, =~3
Total no. of values of y(n) is 7+ 5—-1= 11
i.e J<nx]

y(n)= ) x(k) h(n-k)

k ==

y(-3)= Y x(k) h(-3-k)
‘ k=-c0

=x(-1)h(-2)=1

y(-2)= Y x(k) h(-2-k)

k==-e0
=x(~1) h (=1) + x(0) h (-2)
=2+1=3

o

y(-1)= > x(k) h(-1-k
k=-m .
=X(-1) h(0) + x(0) h(-1) + x(1) h(-2)
=3+2+1=6

y(©)= 3 x(k) h(-k)

k==

=X(=1) h(1) +x(0) h(0) + x(1) h(~1) + x(2) h (-2)
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S12+13+12+1.
=8

o

y(= " x(k) h(1 - k)

k=-m

= X(=1) h(2) + x(0) h(1) + x(1) h(0) + x(2) h (~1) -+ x(3) h (=2)
=1l1+12+13+12+ 1.1
=9 r

w

y(2)= D x(k) h(2 - k)

k=-

=x(0) h(2) + x(1) h(1)+ x(2) h(0) -+ x(3) h(~1) + x(4) h(-2)
=11+12+13+12+0
=38

w

y(3)= Y. x(k) h(3-k)

k=*m »
=x(1) h(2) + x(2) h(1) + x(3) h(1) + x(4) h (1) + x(5) h(-2)
=1.14+12+13+40+(-1)=7
=5

y(4)= Y x(k) h(4-k)

k=—w0
= x(2) h(2) + x(3) h(1) + x(4) h(0) + x(5) h(-1)
= % 12+ 0EEy2 7 ”
=1

y(5)= Y x(k) h(5-k)

k=-o
= x(3) h(2) + x(4) h(1) + x(5). h(0)
=1.14+0+(-1).3
=-2

y(6) = ix(k) h(6-k)

k=-—m
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= x(4) h(2) + x(5)h(1)
=0+ (-1).2=-2

Y(7) = ) x(k) h(7-k)

K= -m
=X(5)h@)=(-1). 1=-1
Soy(n)={1,3,6,8,9,8,51,-2,—1}
1

[ Example 2.26 |

Check whether the systems described by
(i)  ym)=3x(n-2)+3x(n+2)
(i)  ym)=x(n-1)+ax(n-2)
(i) y(n) =x(-n).
Solution : The given expression is
y(n) =3x(n-2) + 3x(n +2)
From above equation, it is clear that y(n) is determi
3x(n —2) and future input sample value 3x(n + 2).
Therefore, the given system is a non-causal system.
(i) The given system is
y(n) =x(n— 1)+ ax(n-2)
From this equation, it is clear that y(n) is determined using that y(n) is determined using
only the previous input sample values x(n — 1) and ax(n — 2).

the following equations are causal:

ned using the past input sample valy

Therefore, the given system is a causal system.
Whe given system is___

y(n) )
- ‘- -
From this equation, it is clear that the input sample value is located on the negativ

time axis and the sample values cannot be obtained before t = 0.

Therefore, the given system is a non-causal system.
N A

A discrete-time system is represented by the following difference equation in which x(1

is input and y(n) is the output: -
y(n) =3y* (n ~1) —nx(n) + 4x(n - I) =2x(n + 1)

[s this system Linear ? Shift-invariant ? Causal ?

In each case, justify your answer.
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(i) Check for the linearity
The given expression is
y(n) =3y*(n-1)
=nx(n) -+ 4x(n =1) -2
— ‘ x(n+ |
It may be noted that the real condition for lincarity i';)

Flax(n)] = a, F[x(n))

Now, F _

and .1[;;(::);]_ ay(n) = 3a2y(n — 1) — anx(n) + 4ax(n = 1)~ 2ax(n* 1)
L n)j=a - .

From above, it is clear that s 3ay¥(n — 1) —anx(n) * 4ax(n —1)—2ax(n ¥ 1)

Flax(n)] # a.F[x(n)]
Therefore, the system is non-linear.
(ii) Check for Shift invariant.
The given system is
y(n) = 3yX(n — 1) - nx(n) + 4x(n - 1) 2x (1 + 1)
It may be noted that the necessary condition for shift-invariance is
y(n -k) = E[x(n = k)]

Now, - Flx(n - k)] = 3y2(n—k = 1) - nx(n —K) + 4x(n - k—1)=2x(n—k+ 1)

Also, .
| y(n —k) =3y*(n k- ~(n-k). x(n k) + 4x(n-k—1)—2x(n -k+1).
Since . y(n—k)#FE[x(n-k)]

+Emp st o

- Therefore, the given system is time-irvatiant.

(iii) Check for the Causality : The given system ﬁ’

y(n) = 3y*(n - 1) —nx(n) +4x(n— 1)—2x(n+1)
[t may be noted that the required condition for causality is that the output of a causal
be dependent only on the present and past values of the input.

system must
it is obvious that the output y(n) is dependent on a future in

From the given equation,
sample value x(n + 1)
Therefore, the given system is ano

put

n-causal system.

[ Exnple 2.2 |

Solution: (i) The given expression i

Check about linearity of the following systems

(i) Flx(m]= an.x(n) +b
Gi) F[x(m)]=¢e \ "'m QD

Flx(n)] = anx(n) + b
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b

Now, for two va:;}’:s;:)l 5")\ (] = nn[-“.(lf ;']x;([r;)l 1 :;n) ]
or Fl % (m] : i )]-:-[""jiﬁ::m that
Now, since from equation ('3’ ;T\C(n)] # F[xm] * Fx,(M] Ans
Flx,(n)* 7 : 0
therefore, the given system is non-linear when b#
i iven ex ion is
(11) The given express ol e"f""
For two values, x,(n) and x,(n), we have T '
F[x(n) + x,(n)] = guih ’: ' wll)
or Fx(n)] + Fx,(m)] = €1
Now, since from equation (i), it is evident that
Flx,(n) + x,(m)] # Flx(n)] + FIX,(M)] s

Therefore the system is not linear

~ & ~
ErEEy R T
- Test the following systems for linearity ¢ ' cN J
(i) y(T)=Fx(nT)}=9x*nT-T) f‘C U
(i) y(nT)=F[x(nT)] = (nT)’. x(nT +22). / \
Solution : (i) Given expression is j
y(nT) = F[x(nT)] = ax(nT - T) ,dﬁu}} V2
For a constant, a other than unity, we have
Flax(nT)] = 9a? x¥(nT - T)
and aF[x(nT)] = 9ax*(nT - T)
Here, since, F[ax(nT)] # a.F [x(nT)],
therefore, the gfven system is not linear.
(ii) The given system is

Y(nT) = F[x(nT)] = (nT)’. x(nT + 27)
For two values, X,(nT) and X,(nT), we have

Flax,(nT) + bx (nT)] = (nT)[ax

(0T +27T) + bx,(nT + 2T)]
or Flax (nT) + bx,(nT)] = a(nT)? X,(nT +2T) + b(nT)? X,(nT + 27)
or  Flax,(nT) + bx,(nT)] = o [%,(nT)] + bF [x,(nT)]

From equation (i), it js evident that the given system is lineay wo(1)
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Check whether the g
: ystems i : : ime-i '
time-variant: described by the following equations are time-invariant of

(i) y()=F[x(n)] = an.x(n)
(ii) y(n) = F[x(n)] = ax(n - 1)+ bx(n - 2).
Solllff"" : (i) The given expression is

Y() = F[x(n)] = an.x(n)
Now, the response to a delayed excitation is given by

Fx(n - k)] = an.[x(n - k)] ()
and the delayed response is
y(n -k)=a(n - k) [x(n - k)] (i)
Here, from equations (i) and (i), it may be observed that
Flx(n - k)] # y(n -k
- ) . )] .Y(“. ) . Cﬁ‘mﬁ
Therefore, the system is not time-invariant, i.e., the system is time dependent. vaslant

(i) The given expression is
'y(n) = F[x(n)] = ax(n — 1) + bx(n - 2)
Here, the response to a delayed excitation is given by
F[x(n — k)] = ax[(n - k) - 1]+ bx[(n - k) - 2] = y(n - k)
= The delayed response
Thus, in this case, we have
Flx(n - k)] = y(n - k) B
and therefore, the given system isa time-invariant system.
[ Example 2.31 A |
. Test whether the system described by the equation
F[x(n)] = n[x(n)J*
is linear and time-invariant.
Solution : Check for the linearity :
The given system is
. F[x(n)} = n(x(n)}*
For two values, x,(n) and x,(n), we have
Fx,(n)] = nlx, ()]’
and Flx,(m)] = n[x,(n)]z
Therefore,

Flx(n)] + FIx,(m] = nl{x (@) +im)’]
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Further, we have (M )
m) = NN 4 (ol
Flx,(m) 3 nll-“l("

Here, since () 4[ X

Flx,(n) + X Q) # FIxf Jinesl2e

n noll m
Therefore, the given gystem 15 ¢ is A

Check for Time- Invariant :

The given c\pmsqlol' is (n)
= n[x(m)' =

Now, the response (0 a delayed exc
F[(x(n-k)] = n[(x(n- K
Also, the delayed response will be
y(n—k) - (n—k) [x(n- k)J*-

Thus, we observe that ( T—ﬁ? MCE._ \[Q_RL «
y(n - k) # F[x(n-K)] - arant system: sccf 5 m)

Therefore, the given system is W
ih is described by the follc.wiIIE

Check the discrete-time system for time-invariance whic
difference equation
y(n)=4n x(n)
Solution:  The response to a delayed input is
y(n, k) =4n x(n - k)
The delayed response will be
y(n-k)=4(n-k) x(n-k) - (i)
It is clear that both responses are not equal, i.e.

y(n, k) # y(n-k)

Therefore, the given discrete-time system : o ila
varying system, ystem y(n) =4n x(n) is not time-invariant, It is a time

\~ Test whether the system describeg by the equatlon
o FIx(] = alx(@)] + bx(n)
is linear and time-invariant.
Solution : Test for linearity :
The given system is

Scanned with CamScanner



Diteratatime Signal and System? S

For two values of X, (n) and X.(n), we have
Flx,(n)] = alx,(m))? ‘hx,(n)
and  Flx,(m)]= alx,(m))? bx,(n)
Therefore,

FIXOT+ FIX0)] = af x ()7 + ()} b * () "
Also FIX() +x,(m)] = afx(n) + x,(n)]? * bfx,(m) * x,(n)] .
or F[x‘(n) + x,(n)] = a[{x\(nﬂ’ Y [xl(n)}z " le(n]x](m] kb, (n) - By(n) (1)
From equations (i) and (ii), it is clear that

F[x(n) + X,(n)] # Flx(n)] + Fix,(n)]
Therefore, the given system is a non-linear system.
Test for Time-invariant : T
The given system is

FIx()] = a[x(n))* + bx(n) = y(n)

Now, the response to a delayed excitation is

F[x(n — k)] = a[x(n - k)]* + bx(n - k) (i)
and the delayed response is |
y(n —k) = a[x(n - k)]* + b[x(n - k)] (iv)

From equations (iii) and (iv), it is clear that the system 1S _tirlls_:-in\'ariaﬂl-
: i - iven b
The input x(n) and the impulse response h(n) of a discrete-time LTI system are given DY
x(n) = u(n) and h(n) =a"u(n) 0 <a<l
(a) Compute the output, y(n) by equation

y(n) = x(n)*h(n)= Y x(k)h(n-k) «o'{h)
k=-x
(b) Compute the output y(n) by equation
y(n) = x(n)*h(n) = Y h(k)x(n-K) . (i)

Solution : By equation (i), we have

y(n) = x(n)#h(n) = Y x(k)h(n =)

k==

- i 31(a) for n <0 and n> 0. From
Sequences x(k) and h(n — k) are shown in figure 2 |
ﬁguree;.B 1(a) we observe that forn < 0, x(k) and h(n —k) do not overlap, while forn> 0,
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g
ey overlap from k = 0 to k = n. Hence, forn <0,y (n) = 0. Forn > 0, we have

)’(ﬂ) = ian—k
k=0

Changing the variable of summation k to m =n -k and using equation (i), we hay,

0 n n+l
Y=Y an =3 gn 128

m=n m=0 I-o
x(k)
1
LIt
2 -1 0 | 94 3
T y(n) ]
1 % REECR
n
k s .l T T I I I > n
n 0 2101234
jh(n—l-:) (b)
n>0
= .. T T I o L
0 =k
(a)
Fig. 2,31
_ ’ Nu(n)
Thus, we can write the output y(n) as under : uLﬂ') * Q

[ (e
->v(n>=(’l“ )u(n)

-a
which has been sketched in figure 2.31(b)
(b) By equation (ii), we get

y(n) =h(n)*x(n) = > h(k)x(n- k)

k=-=
Sequences h(k) and x(n - k) are shown in fi
figure 2.32 we see that for n < 0, h(k) ang x(
overlap from k = 0to k = n. Hence, forn <

gure 232, forn<Qand n > 0. Again from

N -k) do not overlap, while for n > 0, they
» ¥(0) =0. For y(n) > 0, we have

n ] Bel

—i%

s l-a
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h(k) Wn in equation (iii)
1 # x(n - k)
' n<o
H—.——()JTLJH_]_' k I I I I I ; t - K
X(n - k)
i -I j I I l n> 0._ )
Fig. 2.32

Evaluate y(n) = x(n) * h(n), where x(n) and h(n) are shown in figure 2.33
by an analytical technique

(n) h(n)

| ‘ ]
" } I T } —a—Pp | Py & >—0— 3 n
1 0.1 23 10 1 2
 Fig.2.33
Solution : Note that x(n) and h(n) can be expressed as under : —

x(n) = 8(n) + &(n - 1) +d(n -2) + &(n-3)
h(n) = 8(n) +8(n—1) +d(n-2)
Now, we have
x(n) * h(n) = x(n) * {3(n) * §(n-1)+8(n-2)}
= x(n) * 8(n) + x(n) * &(n—1) + X (n) * &(n - 2)}
=x(n)+x(n—1)+x(n -2)

Thus, y(n)=8(n) +5(n-1+ §(n—2)+6(n—-3)
+8(n—1)+8(n—-2)+8(n-3)+d(n-4)
+8(n—-2)+8(n—3)+8(n-4) +8(n-5)

or y(n)=5(n)+25(n—1)+38(n—2)+38(n-3) +28(n - 4) + §(n - 5)

or y(n)= {’II" 2:3.3.2,1}
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{hl‘) : 5 3 4
-1

|
|
]
]
B
—
~ -
- >
—
-
P
s
=
A
(=1
ek e
{o ]
LI
.
x

n=0
h(n—k) k
! ! JM *o 1234
. ot k ~
340123 9 x(k)h(“”k) _
i " /rhfo}-‘k'—_) k
T}T-Mk --012,34
2101234 | 9 hr-K)
h(n—k) n=2
¢ k
= TT::-:: —> k ,,_10[234
1012345 |
- x(k) h(n—k)
h(n—k) n=3 l TT
[ TT - I & %—.—'—‘—)k
; ! —o—oov—> K =4 N E ] e
1012345
x(k) h(n-k)
h(n-k) n=4 l
_I TTT,:; > k :-:IT-—H >k
1012345 | 10 1234
h(n—k) n=5 x(k) h(n-k)
—c—J s--% T T I 48 >k _oL_‘_LL‘_.__-) . k
. ' h(n-k) n= s : x(k) h(n—k)
k “‘-J“--w—‘———o
10123456 - Ep A .
Fig.2.34 .
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‘ Show that if the in :
put x(n) to discrete-time LTI system is periodic with period N, then the

output y(n) is also periodic with period No

golution : Let _h(“) be the imP}llsc response of the system, Then, we have

y(n) = zh(k)x(n - k)

k=-m

Let n=m+N,

Then Y(m+N)= Zh(k)x(m +N- 1;) = ih(k)x((m -k)+N)

k=-w et

Since x(n) is period with period N. we have
x[(m - k) + N] =x(m = k)

Thus, Y(m+N)= Zh(k)xim_- k) =y(m)

k=-w

which, indicates that the output y(n) is periodic with period N.

O

Find the impulse response h(n) fore
the fpllowing difference equations and state W

@ ym=xm-2xa-2+0-3)
' | | Q}Le\m&w\ﬁ
wod U )

b ym+2y@-D=x@+xe-D

rete-time systems satisfying

ether each systems 2 FIR or an [IR system.

ach of the causal LTIdisc

men)— £L7)
Jtn)' —7 htn)

3§ |
() ym-73 y(n—2) =2x(n)—x(n- 2)

Solution : (aj By definition, We have ,
¢ | - h(n) = 8(n) - 28(-2) * #(n-3)

b ={50,-24
Since'h(n) has only four terms the system isa F

(b) h(n)=-2h(n=1)+3®) +8n -1

Since the system is causal, h(-1) = 0. Then
h(0) = ~2h(-1) + 3(0) +5(-1) =8(0) =1

h(l) = —2h(0) +8(1) +8(0) =2+ 1=-1
h(2) =-2h() * 52)+d()=-2(C-=2
h(3)=-2h(2) *+ 8(3) +8(2) = -2(2) = -2

or
IR system.

Scanned with CamScanner



j—— |
m Yipi ' - ol '
-..______I.__I?:EI‘E_“°HM| Pfl"‘(‘f‘nnk - p—— e //_/—\ |

sn) + (=1~ (1) 20

;_ h-1+
hm == 2 =1)

()2
Hence, h(n) = &(n) (1) — IR E-,yslem.

. sys —
Since h(n) has infinite terms, therefore the 5 :

(€) h(n)= :I;h(n ~2)+26(n) - §(n - 2)

Since the system is causal, h(-2) = h(-1) = -

. h(0) = ::*h(-:!) +28(0) - 8(-2) =2 8(0) =2
h(l) = Zlh(-l) +26(1)-8(-1)=0
1
L2 %h(O) +28(2)-8(0)= 5 (2)-1=0

1
h(3) = 7 (1) +28(3)-8(1)=0

Hence,h@) h(n) = 28(n)
Since #im) has only one term

 th i stem
i erefore, the system is a FIR system.

Test if the following systems are stable or not, w : Lo
(1) y(n)=cos x(n) (i) y(n) = nzﬂx(k) /
- il (ii) y(n) = ax(n)

(iv) y(n) = X(n) e (v) y(n) = gx)

Solution.;
(i)) Given y(n)= cos x(n)

For the system to be Stable, it hag 1, Satisfy th
) € Conditjop
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6 Sy
> I h(n)] <o
n==o

If x(n) = 8(n), then the im [8(n)=1forn=0
pulse response h(n) =cos § (n) orn
(n).
=0forn#0

For n=0; h(0) = cos 1 = 0,54
Forn=1;h(l)=cos 0 =]

Forn=2;h(2)=cos 0=
Forn=—1;h(-1)=cos 0 =1

S 1 h(n) | =] h(=20) | +...]n(=2) | + | h(=1) |+ h(O) |
_ #|h(1)| + 1 h2) [+.... |h() |
=141+, 1+14+054+1+1+..1
The system is unstable.

i | k) 7 StK)

y(n)= Y x(k) L g )
k=—c0 - a Cn) . J
For the system to be stable kZIh(n)I<°° ‘
For the given system % p
hn)= Y.8(K) hen) = 4 )
k=0 . {\-—-—- —~ 80
Forn=-2 :
el ' 8(k) =0 for k=0
P SRR e st
k=-a0
Forn=-1
0 o
h(-1= 2,800 ="
km=
_For n=1

0
h(0) = ZB(k) =1

k=—e
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Forn = I

2
=1 =
h(1) = L.ﬂ(k)

l.—K‘
.0 =%
- mq - | 4 I 4 daee
3 | h(m)] = Z|h(n)l gtem ! pstabl€
ol o=l sy
' re. the

, : |I1c|‘8r0
The condition is not SB"SﬁCda

/Ginhn) = ax(n)

" . ' b
~ The impulse response 15 given bY

h(n) =a §(n)

Forn=-1
h(-1)=ad(-1)=0
Forn=0
h(0)=ad(0)=a
Forn=1
h(l)=ad(1)=0

: ilh(n)l=|h(-oo)1+....;h(;1)|+[h(0)|+|h(1)|+....|h(oo)|

=0+0+..0+a+0..0"
=a
The system is stable, if | a | <co
(v =xte
The impulse response is given by
h(n) = &(n) e
Forn=-1
h(-1)=8(-1) e
=0
Forn=0
h(0) = (0)e’ = 1
Forn=1
h(1)=5(1)e' = 0

n;]h(n)l=“1(°°)f+----|h(‘])|+lh(0)|+|h(l)|+..,,|h(m)l
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=] <o
Therefore, the system ig stable

@ y(n) = grn)
™S

The impulse response ig given by
h(n) = a¥m

Forn=0; h(0)=pt0 = ¢ ['{
Forn=-1 h(-1)=a0=
Forn=1;h(l)=a%0=

2 \BCI=IC) ... [0(O)+ h(1)+h(2)[ .. | ()

=l+.a+1+1+..1
s

The system is unstable,

[Esanle 239}

Find the discrete convolution of the following sequences
(@) x(n)={1,2,-1,1} h(n)= {1,0T,1,1} (b)  u(n)+u(n-3)
-1

| n v
(¢) 2"u(-n+2)+u(n-3) (d) cos ("E') u(n)*u(n-1)

() x(n)=e™;h(n)=3n’

Solution
(a) The starting value of n=n,tn,
=0+(-1)=-1

X(n)

h(n)

yny={1,2,0,4, 1,0, 1}
(b) Let x(n) = u(n) and h(n) = u(®—3)
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v(n) = x(n) * h(n)
= \,L.\(l\) h(n - k)

s’

koo
We have
il K < 0and
a(k) =0 for k x(k)gu(k)

hln—k)=0fnrk3‘~n—3

-
-
-

% -5 4 -3 2 -1 0

h(-k)

$-5 4 -3 2 -1 0.1 2. 3.4 3

h(n-k) forn =2

& B
v \ &

n-8n7 n6éns5 n4dn3 0 | 2 3 4 5 6 7

-6 '5 '4 -3 _2 . I 0 I

n-8 n-7 n-6 n-5 n-4 p3 W 5

Fig. 2.35 "
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/""[;erfcfore iscrete-time Signal and SYSte7 BT |
N3 :7
n-3 4 ?‘ - n-e ')_
y(n) =" x(k) h(n-k) = )_”_/L = 341

. e fﬁﬁ, .
n-3 n, = N‘fi!
=Zl 21=n2—n,+1 n=Q g

k=n, -

=N-3-04+1=q4-2

(or) _
y(n) = x(n) * h(n)
= 2 h(k) x(n-k)
k=—o
we have

h(k)=0fork<3
x(n=k)=0fork>n

y(n) =" h(k) x(n-k)
k=3

=21
k=3
=n-3+1=n-2

; @ 2"u(-n +2) * u(n-3)
: et x(n) = 2"u( —n +2) and
h(n) = u(n - 3)
y(n) = x(n) * h(n)

: = i x(k)h(n-k)

k=s—

h(n-k)=0
For-o<n<5 fork>n-3
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h(n-k) = for n =2

; o o &
8§ n-7 n6 n5n4 03 0 1 2,3
Fig. 2.36
n-3 . ‘
y(n) =y 2
. k=—=
=[2“'3 TR R +]
2 1
s | (PR
=
:211—3._]______2!1—2
]
]._..,_
2
Forn>35
2
y(n)= 22" =[22+2+I+—l-... o
k=—w ! .S r‘—_]—::

::’E{'-' att4f

1
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Discrete-time Signal and SY_"ffo__--—m
n
n) =cos| — |u
N(/d) x(n) =co (2) (n)

h(n) =u(n-1)

The above sequences can be represented as
x(n) = {1}: 0: _1) 0: l, 0, “l, 0, l, 0, -l, .....}

h(n) = {g, Bl LU LT, L)

h(n)

- (Y(n) = {0; 1’ 1"0’ 0} 1) l, 0,"0‘;:‘[)" I_) 'Oi 0"'}‘" o

(or)
" y(n)=x(n) * h(n)

= i X(k) h(ﬂ - k)

n=—w
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_gy=ul K

Given x(k) = cos 7—?‘—u(k) and h(n

x(k) =0 fork <0
h(n-k)=0fork>n-1
Therefore

n-1 Tl'k
y(n) = Zcos——
ko 2
22
= Real part of [Z ¢’
k=0
= Re[l+e™? +¢i+..n terms]

[ ain/2 _ "2 _
=Rei-fT-—l.—.Re ¢ :
| e =1 -1+

[ oinf2 _hgq 2 i 5]
=Re (e .1)( 1-J) N # 1= ]
2 2 1

1 ™o, 7n mn Tn
=-_Re e — 1L - . .
2 [ Ry ot +1 _]COS——-2 +sin—+ j

1
= —[l ~ Cog e sinﬂ] -
2 -

:
Given

x(n)=e™ ; h(n) = 3p?

[ ]

Y= 3 x0h-K)= Py o

k=—o k=-a

=3 c -k? 2 = -k : @
{k;me n +k§f k (—2nk)+kze;k:kz}

S S e, «
{_Z e n +kZek (=2nk) + Zeﬁkzkz}

I
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-k* _ 4 _ ) _ )
Yt =etrel b lve et e

k=-0

=4+2 (B" +e™ +c'9+...)
=1+2(0.3863)
=176

Ze_kzk =.-3e7 —2e —le” +0+1e™ +2¢™ +3e7 +...

Z:kz.e‘k2 =.16e7" 9e _deV yel 40+ +4e7 +9e”

k==

+ 16e7'¢ +....
= Z{e" +ae™t 497 +16e70 ...}
 =0.8845
y(n) = 3{1.7726n" + 0+ 08845} _5318n% +2.654

iﬂi Determine the stability of the system QS -

y(n)—%y(n—1)+y(n—2)=x(n)—x(n—1)

Solution : en .rH\U\ % 6‘ C?"L L/\A/
For the system to be stable & L d\/ hp MJ QN W R9 /L
3] hew <2

n=-«

Subst:tutmg x(n) = 0 and y(n) }\.“ in the difference equation we get

A‘l'l ____lrl—l +Kﬁ—~ =0
2
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5 =0
G W
"

I
11:2; 12:‘2_

I n
y(n)=C,(2)"+ (’?[E] :

Forn=0
3’(0) = c’.| + C!

Forn=1

(D)

| .. (II)
H=26 #5C | (M).;,o’m)
gee) =1

From the difference equation we find
y(0)=1

3 .. (1l
y(1)=-2° ; W

comparing Eq. (1), Eq. (1) and Eq.(IIT) we have
C +C,=1 '

1 3
IC: ==
159 "9

I

So'lving for C, and C, we obtain C = -?2; and C, =.51

2 11"
h(n)==(2)" +—[—) '
5% 3( )_ 3(2) f‘_’r,_”_'zo

‘ 2., (1]
| i)

For the system to be stable

w0

D I h(n)|<co

n=-—mw
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2 Ihmi=Y 2oy 11

n=-—co n=0
diverges converges
Therefore, the system is unstable

stems : :
L. 2)(; ntinuOz:’rct.broadly classn_ﬁed as continuous-time systems and discrete-time system.
us-time systems deal with continuous-time signals and discrete-time systems

deal with discrete-time signals.

=0Q0

o Both continuous-time and discrete-time systems have several basic properties. Out of

these several basic properties of systems, two properties namely linearity and time-
nfwarl_ance play a vital role in the analysis of signals and systems. If a system has both the
linearity and time-invariance properties, then this system is called Linear-time Invariant
System. : '

3, We study linear-time invariant systems because of the fact that most of the practical and

physical processes around us can be modelled in the form of linear-time invariant systems.

4. Linear-time invariant systems may be analyzed in detail very easily and thus providing
some fundamental aspects for the complex analysis of signals and systems.

3 Both continuous-time and discrete-time, linear-time-invariant (LTI) systems exhibit one
important characteristics that the superposition theorem can be applied to find the response
y(t) to a given input x(t).

6. To find the response of a LTI system to any given function first we have to find the
response of LTI system to an unit impulse called unit impulse response of LT1 system.

7. The impulse response of a continuous-time or discrete-time LTI system is the output of
the system due to an unit impulse input applied at time t =0 or n = 0. Here, d(t) is the unit
impulse input in continuous-time and h(t) is the unit-impulse response of continuous-time
LTI system. In other words, continuous-time unit-impulse response h(t) is the output of a
continuous-time system when applied input x(t) is equal to unit impulse function 8(t).

8. For a discrete-time system, discrete time impulse response h(n) is the output of a discrete-
time system when applied input x(n) is equal to discrete-time unit impulse function 8(n).
Here, §(n) is the unit-impulse input in discrete-time and h(n) is the unit-impulse response

of discrete-time LTI system.
9. Therefore, any LTI system can be completely characterized in terms of its unit impulse

response.
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10. i e —— a
The discretetime output signal y(n) of this system M y
y(n) = Zx(k)h(n—k) |
T . alled the convolution sum as
Th‘-"_ above expression for discrete-time output 5|g'na| }E;}; is?gwm_
aganst the convolution integral for continuous-time These are a
o Thein . not exhibited by other systems. s
-1 systems have a number of properties N0
under:
(1) Commutative property of LTI systems.
(i) Distributive property of LTI systems
(i) Associative property of LTI systems.
(iv)  Static and dynamic LTI systems
(v)  Invariability of LTI systems
(vi)  Causality of LTI systems
(vii)  Stability of LTI systems
(viii) Unit-step response of LTI systems
13. According to commutative property, for a discrete-time system.
The output y(n) =x(n)*h(n) = )" x(k)h(n - k)
kn—m
or y(n) =h(n)*x(n) = " h(k)x(n-k)
k=-m
15. For discrete-time LTI system, the distributive property is expressed 55

o The output y(n) = x(n)*{h,(n) + h,(n)}
y(n) = x(n)*h,(n) + x(n)*h,(n)

17. Static systems are also known as memoryless systems. A system js k 26 iE3
i 1s kn
output at any time depends only on the value of the input at the same t?n‘T: e s

A system is known as invertible only if an inverse System exists whij
(connected in series) with the original system, produces ap output tl:l::;l“tlg?ll C?scactiec:
first system. If an LTI system is invertible thef it wil| have a R

18.

Tl inverse system.
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Ans

Q.6

Discrete-time Signal and Systems m
pysiclils W

SWERS

at do you und
wih y erstand by the terms: signal and signal processing

A signal is defined as any physi .
-ndependent variable. y physical quantity that varies with time, space, or any Other

signal processing is an i

chgaracteristics = heh tlfe zpera.tlon that changes the characteristics of a signal. These
- et mplitude, shape, phase and frequency content of a signal.

what is Deterministic signal? Give example

A Deterministic signal is a si Iy :
gnal is a signal-exhibiting no uncertainty of value at any given instant of

fime. Its instantaneous value can b
. : - e accurately. i e ithm
or simply its describing statement in words }'predlcted hyepeciipits gl £EPT

Example: v(t) = A sin ot
What is random signal'?

A random signal is a signal characterized by uncertainty before its actual occurrence.
Example: Noise :

Define (a)  Periodic signal  (b) Non-periodic signal.

A signal x(n) is periodic with period N if and only if x(n +N) = x(n) for all n.

If there is no value of N that satisfies the above equation the signal is called nonperiodic or
aperiodic. :

Define the following

(a) Analog signal (b) Discrete-time signal ~ (¢) Digital signal

(a) Ananalog signal is a function having an amplitude varying continuously for all values
of time. Hence, an analog signal is continuous in both time and amplitude. ¢l
Examples of analog signals are the sinusoidal function, the step function, output from a
microphone. |

b) A discrete-time signal is a function defined only at particular time instants, It is
discrete in time but continuous in amplitude. An example is temperature recorded at regular
intervals of time in a day.

(c) A digital signal isa special form of discrete-time signal which is discrete in both time
and amplitude, obtained by quantizing each value of the discrete-time signal. These signals

are called digital because their samples are represented by numbers or digits. Examples of
digital signals include the dot-dash Morse code, the output from a digital computer etc.

Give the analytical and graphical representation of an arbitrary sequence.

Ans  Graphical representation of an arbitrary sequence is given by
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um of unit sample sequence, |¢ :

toas :
Ise 8(n—k), the result is another Sequen,,

lue is x(K). Thus

We can write any arbitrary sequence X(n) 1
multiply two sequences x(n) and delayed unit mpu e
that is zerg everywhere except at n = k, where its va

X(n)3(n - k) = x(k)5(n - k) A .
If we repeat this multiplication over all possible delays, h*;"; cauence ;(n) that i the
product S€quences, the result will be a sequence eql:'al tot q 2

x(n) = Zn: X(k)8(n-k)

k=-x

Q7 Weatare the different types of operations performed on discrete-time signals?
ADs  The different types of operations performed on discrete-time signals are

(1) I;)elay ofasignal (2) Advance of a signal (3) Folding or reflection of a signal (4) Time
scaling (5) Amplitude scaling (6) Addition of signals (7) Multiplication of signals,

Q8  Whatis e Property of shift-invarigns sysrerﬁ?
(or)
What is a time-in variant system?
(or)
What is a shift-in variant system? Giye an example,

Ans  [fthe input-output relation of 3
i e ystem does not ith ti
time-invariant or shift-invariant. Yary with time, the System is said to be

If t'he output signal of 3 System shifts k yn; u ;
units, the system under consideration i 5 time—invariant o B the input signal o
System,

Example: y(n) = x(n) + x(n-1)
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V’m{ Jlﬂ causal syste e, Discrete-time Sign PR
f ) m? Gﬂ'(‘ an P-\'“m]lf('_ S ——— ___“"'" S ‘f!n-“ .Tfhl ) i "l‘ m

0'9 (or)
”/]m{ is a causal system?

A 5)’5"3“1 1S said to be caus

al if th
§ - » , ¢ outpu
M pn,scnt and past input, but put of the system at any time n depends only on

[ ™ S

y(n) = F{x(n),x(n = 1),x(n - 2)..]
Example: y(n) = x(n) + x(n - 1)

y(m) = D x(k)

k==

1 Vhat is an LTI system?

as {ﬂm LTl system is one which possess two of the basic properties linearity and time-
invariance.

Linearity: An ]jTI system Qbeys superposition principle which states that the output of the
systemtoa we!ght sum of inputs is equal to the corresponding weighted sum of the outputs
to each of the individual inputs.

Time invariance: If the input-output relation of a system does not vary with time, the
system is said to be time-invariant.

Define unit sample response (impulse response) of a system and what is its significance.

Ans  The response or output signal designated as h(n), obtained from a discrete-time system

when the input signal is 2 unit sample sequence (unit impulse), is known as the unit
o~

f_grme response (im,@s/e_@lnse).

The output y(n) of an LTI system for an input signal x(n) can be obtained by convolving
the impulse response h(n) and the input signal x(n)-

y(n) = x(n)*h(n)

- Zx(k)h(n =)

k=-

Q12 What is causality condition for an LTI system?
Ans  The necc'ssary and sufficient condition for causality of an LTI system is, its unit sample
response h(n) = 0 for negative values of ni.e.
h(n)=0 for n<0

/

o
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!
What is condition for system stabilit)

se for stqy .
smpulse respon abjy;
(or) ondition 0" the imp fa linear time - li
T . jent ¢ ility O ~Iny,..

What is the necessary and suffict¢ canteeing the stabilIty \’a“am
Ans e necessary and sufficient condition Bzgl;w]y cummable

System is that its impulse response 15 8

e, D |h(k)|< o
k=wom

Q.14

jon?
What do You understand by linear con volutio

(or)

What is meant by discrete convolution?

<«

j . iscrete convolution. Let x(n) b,
Ans  The convolution of discrete-time signals is known as dis t

;
t h(n) be the responge
input to an LTI system and y(n) be the output of th_c sYstem(')III"folv(i n)g the impulse rt=:sl(3):;the
System to an impulse. The output y(n) can be obtained by cONVO! N
h(n) and the input signal x(n)

y(m =Y x(oh(n-k) (or) y(m = 3 hK)x(n-K)

T k:—ﬁ

The above equation that gives the response y(n) of an LTI system as a function of
input signal x(n) and the impulse response h(n) is called a convolution sum,

M
Q.15 What are FIR and IIR systems?
Ans  FIR system: This type of system has an im

pulse response which is zero outside a fini
time interval, |

Example: h(n)=0, forn'<0 and n>N :

IIR system: An IR system exhibits an impulse response of infinite duration,
Q.16  What is the property of recursive and Ron recursive sy.ftems?

Ans  Recursive system: This type of system has the Property that output y(n) at time n is2 |
function of any number of past outputs

y(n g D), _Y(" =2), ... y(n=N) as well ag
x(n), x(n - 1), x(n - 2)...x(n -N).
i.e., y(n) = T[x(n), x(n - 1), ...

Present and past inputs

y(n) = T[x(n), x(n - D.x(n-2),
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Q.17 A causal system is one whose impulse response h(n) =0 for n < 0. True/False
AnS True

Q.18 A recursive system described by a linear constant difference equation is linear and
time-in variant. True/False

Ans  True
Q19 4 linear system is stable if its impulse response is absolutely summable, True/Faise
Ans  True
Q.20 How you can find step response of a system if the impulse response h(n) is known ?
ns  Wehave
y(n) = x(n) * h(n)
For‘input x(n) = u(n)
y(n) = u(n) * h(n)

= iu(n— k)h(k)

k=—x

= ih(k) | ~y(n—k)=0 fork>n

ks-w

Wetermine the unit step respanse of the LTI system with impulse response
h(n) = a"u(n) |a|< L.

-
Ans  Unit step response \_ﬂ

y() = Y hk)

k:—w

i :
-3 -.
k=0
]_aI'H'I
l1-a

‘Q}Z/ Define Fourier transform of a sequence.
Ans

The Fourier transform of a finite energy discrete-time signal x(n) is defined as

X(e*)= Y x(me™”

Scanned with CamScanner



e |
DsP Uﬁ T/Lawff’MJ 422,
T iy Rt g

2/ jﬁ-Z H<)

’M}wt Output
H(z)= =2/ h)] = < h(n)- z
P
f§ C,/)P()t‘, 3 %@] 74’54 42 ZT@Q
ng borem (& ZLZUI):[ XCZ),Q.S‘ZQ?) 27

fy==&a

RO ¢ & Region ok Conye/r(j ¢
25 k(7) ;j SCt of an ¢he vanl
vk Z »F@mc,ugﬂ/c/) XCZ/ @'/151/6
FUM te '\/a'ﬂwffe g {5 op
| = C
-k GJ ’ ft'. Q‘Q the ch(C/C’

¥n Z~d0ma;y)

[%:Lf %éﬂ) Lﬁ' CCIU_SCL -y CC %@/,.
por n<0} Then ‘77)6 7 -Treans {ydfunc/

XE)= S q0) "

. N=D
Here g4 te one sd«ed 7- Trmmﬁmr

Tht containg n'&JOLtLV(/JﬁWﬁ/M
L'Vf’-) Qb(é\ 74 /(C)-&) €/t‘/0‘r(85‘5@0‘/%

Qg

Scanned by CamScanner



r : _

L 15 %Cﬁ) Cg  Non CQUQQJ D,('..EC(CQ{L

Teme 3gnal Le. w) 2o got npo
Then . CtE Z**Trcaﬁ,szomm g

[ = x2) = 3o enpeg?? .

S N= -~ N

st Cont ing pogcftiﬂfei/”""e;z(;”j!
ot £ (A @bove 8/?/"“‘359-(4@7){ w bmng"
ale o ont Sfdf’_o( Z“Tﬂ@ﬂ,ﬁﬁ‘ ;

B ra g )

Ret2)

\ Wﬁ i eonrel €
Vrea Advg et

o YO E Bz m

e f | -
2 ~ ~/ .
= (1 U:’) *ZLZ‘}?L@/T
'f;-:“‘('{' X fe B o8B f“f ,[')ff-lzj
e et ] e ne o el
g

Scanned by CamScanner



eree Ré Lon : —H:’\/

H ¢ “Re
Of M”VJJ&CG @
CF\OC/) C,?

,_Tma/]gbofvﬂ of

. ol = B ¥
L7 .f—————— ¢ Ié’ %6 Va/t}tbbz fore

o ((ﬂ) CB )((_2)

nerite C
which a3 Vel ¢¢ e /g,
ﬁ@//@d 4 f“’/& |
Ls pemo & T4e yalve 05 Z i‘f%@q
===, ¢/l be zer@@) E g
X@E) e L ;
gRIeR;
2
%qu];;{) 2252 m?’ Xﬁ)
X = qu‘,n} 3! ;““’) 2"

N=-bo ) N=
N ")LL") Z> ulo) Z?‘%U)Z

=~ 1.2 $at 32

___.'_____,_--—;"

- ——

@ [rrnls
~/ @ 2

FZiT == TS o

gt Ree Cf ay valvers o Z.
th ) € g=o and 2= 2.,

I G

O —7 2/
X 7 peL
@0 cavsen / ;Mbwﬂuiﬁ owt%a,)f -
se ) . ,
'_._J 5 IS . , JU‘)
£xl L)Lfy'? ) e " ' i'il ,1,.,
//_"_ - Ojfafr_/)ﬁ'e')
; 'aﬂ_, &J 9

Zlum}]
JECIEMISE po/
- outgcale 05& me2) e

HZ ()] =
o éf g1 /Z " #e
Z Cf){ n -"}‘UJ Z X (Z) 7 ﬂc}%,’l
£z chff\zz ZK X@/ %{C/@;&tc
ﬁﬂ. ZZ C’U E/yf;o

_ (
1= g c
5‘0&&)]—- ZZ?C’yZ —zN1 =% :
Fatite Epleane 19?’05/6 . el

- a——
‘j I—r,-lz

ROC"
. ~ I}

Scanned by CamScanner



. '4)0?'*"‘ DQ{,G’_((M (nt the 7~ ﬁta/l/ggofc T Hem i [owg s
Roc of the Eéjﬂ‘?! ) | . f"g ‘/:%?DC

and
=g v

ol %tjwwﬂlj’w 'c/‘ia K pete)
'-’?;’—’;;ﬁé_al/ﬁdc/ c»/ an§(4a |

Zﬁ&a at 2=0 5 poLE’ Qt_Z-’lCL
-13) > &
f_ﬂ;f/ i

£
N, u(-" f)
9(@):: -b
o= uten=t) =l o 11 &1
pfvv"‘ ) s 5 fo N 1z
" = -.:.U-f"’]
potas-i 90~V IJTJJ&ZoZ*'J
pot n=45% UL )T =vfz-ev¢)
. - PR
x )2
| N = 3
= N e
— (",.0‘,-',-.-{ 4
A e corak gy e T ) E
i £ 7 |
A v SN T
n—r-t‘:f’

Ls ‘gl b
" ot et Mos& Pale _ } 'S —
i

|
|

Scanned by CamScanner



,gg P
g_@, 2+ Zj **@ }}7

- Ber -]

H T

i-[;%££ Hf][:fﬂ' '/
B e =

L=
bot — b Q_~%

——

,_g [#la) b, ‘l

1

= 1- 2=

L-2 b"}%

rf{bc,_b 21 9 @?Z 3 {%Ua /

The: Roe . './5 /)ou) the interiore of

a circle  haVing radilp |z
< .. ' Cj gjm(z)

Scanned by CamsScanner



L 87

§> Dﬁ&”sf““fffﬁi,

,.frz:{,qﬂismw o
= e a’
ZZ'/QG vw)z = ERM /%/?
L p @ “("”“OJ @ = f{pc /Z/(a
S

SR R S

p\aa ofy W’wo séded 5&3//@@8 .
oc Ob & C@‘Wﬁ:ﬂ/ sconef &S ﬁ){ttlw/t

P e Y

BY, A ;
acinstt 0 @j@f}mﬂdq |

| 0, v+ LN v=1=1)
{0 =t . :_
’KQJ ST f - é
X(z) = -RE e SRS
kocs /2/?‘{ w RECI S, B J‘
Co C.amfomeﬁé QO ¢ g |
| Im (&
a L [ El P [ o
/{D‘“— <2 i
RSz ) Ilf

' -l

Scanned by CamScanner



— 7 )
4 L)=H) 1) <7 ”‘ @M 15 2l @) 24, 2

Let hn) s the m/w/.se Re;spongﬁ ol a

! M and Roc - - Fm/mﬂv o 2Tronspory 5

| | Covced (me) plencrise] LEatar Time Z T2 ()] = Kol 25 hoe=Ra
i nareirnt “qé(stm and H (& se e MM 9(@) T ﬁ,éﬂ) +b21200) 4‘“7/‘6/
| Tronsborm o6 hen), Then Stasiy ong fomnd
| oo e sgseen 0 e oy ran( [ g im)j cige) a2 ulL 2]
; - ugsz H e J/Ia//r;cuﬁ /4@% EA / = 7N CZ)?‘b XzCZ) !
S YSLEN)  earptn, ‘
?: yosme - ALTL Sf | I P ‘
: T_gg’g/@’-”;’;\guq cti”) HCZ) C8 ATnp R o "‘—ﬁ{m j}y R |
w ong |
%aQ,gfﬂ /&vwrof@/ "‘/"% acouded d:"f’"ma - :
ét "f/)& ROC_. f.VC’ﬁ b ‘L@) =
otk ﬁﬁ vonit clre  RY . j”@ : .
gam Lz) wﬂtﬂ- oo e f\”\/v];g (30) -3 C; )msgpm wsng
-{-Q_ﬁ(,/c/ | e Z-Tre ‘ S
e pind 158 St e DL ety PRy Vv
’them c oS E a/’ e 10, - (é).um)
.y hm);(a) ) gm«- < f) = @) e
::9‘ 27 P ,V,\/‘/FV*J o @)QUCH Z_@).Ug
gels  HE)= 2& Py g[z@)]:xcz)r 2
e . .
- _ D ! ‘
i = d L.z
[.—?{ftf) N\'@Rpc- -/-g =g E & _ - 3 Z 3 rZQ Z |
[El>a 2.t do o B Ag el
Lapt e, =z ‘?Lf

contasa tﬁe_wmﬂqu
Thereetorte £he systen ! 3
vnstable,

Y
Rﬂc\;ﬁfiz):(z/ﬁ Eoc(m_),/zp? j

Scanned by CamScanner



g npa EFROC (] PG p= L (427 X&)

Z7&
The caiensectis) o6 Roc ol m L
X (2) and /g&zgmé,f [2/>% - Filsa
y i | o
LG
%&) o 1o (T4 E) X)) ﬂ
£"’7”7
| "’éﬁe@ \J@iwo— e
- ik o " 3 ’ = —J;(ff z—~2
o W, Tf(_cug(pfuy i ’—? ok |
v congzten e B — g;.;,:f——fa- =
Kél’)"'zﬂ? 4.0 Al
. O [ )C’ ) Kéz)? o~ z.'"' I—L(t Z
\.,___.p\aa[z:/ L g [ > %G g« o AT yez)] =0 =y
npﬂ‘%m’”mﬁ ')f@) i omg By 2 KK );Z:»E* z"[,’,i,z—r]—i g 7|
EE M) E T ) gt ) e
o B +. B o
'8 < j~Lz” -2 L uC[]):Z [Q o ')]

=

ﬂyq'

Scanned by CamScanner



Scanned by CamScanner



- 2\# D Eﬁ (al S %7/1@ P/’L‘OJC e < Ug
/ %,

Scanned by CamScanner



e ghessw

2 [:lr- ol C,B_SW%%"L

k Yol ) | -geosw T
i ""‘52&&“ cos Ld%zﬁ“;[‘ | 4
?' & %‘f@&m,wmjl* e i

Scanned by CamScanner



e

,ﬁ,z; M g < ﬁ P2ETING S
20 *'91’ A
ZZL% (n +I<)j =z X@)

</K’"f Z

e 7 g2 4
o RDOZ Entire & /”Meﬁx&%

SR 72=0
,Kle 5 'y g/. Q, 9Z

2’%‘-5 E.
= =o@ndf Zelo

Scanned by CamScanner



Juﬂoﬁ 7 fffwé ﬁxce/”f—z“,
.,:_-——f/vv—-ﬂ""“x’f

ToME REVERSAL =

T wi) B A Roc: <IZ/<@
Teey n -
o (-n) 6’4"7)(@’")) RDC‘
- fL_<( /<_L!
J\.

QU{ - ‘X@) = '_,) UC“”))) Fcﬂg’ )
i TFLMﬁﬁorcfn ,on’ ust Teme R’f e

™ mgcq Prw'omﬁ

éo.z——~ |
| Y EZQ um)].._.‘[r_w
- Apln),

” 'Scan'ned 'by CamScanner



“&;Qﬂc; /Z/‘i—ﬁ,

pi
!gcﬁLiN@ ﬁd 2= ~DOoMALN it i

“M/ﬁmjl =x(2) B

Z &" 1) [ =24 éqig)"‘?@“*
|a /rt, < /5/4/“/"5{ |

QDG—-- ﬁg %Cn)-~ a’Ts—mwﬂ UU’)
e find CeRE-TraerEn

u¢]$' E
50/ = E“A wrl” J &;5 (.‘vstda'l“ﬁmjz“1

Scanned by CamScanner



= g (€ HE )1}—% .

Scanned by CamScanner



Df/JC)C ertentwtib‘”) -
] x@)%w

Scanned by CamScanner



Lzr—/)

QU"J Determwe ’cbé g(j af %(n)
mefte - Tmaﬂsgmﬂ) LV&/’%]
X(Z) wJCMaZ) 12/
Qo e d)mz) qlﬁ?tj(rﬂzj O/CW?EJ

d‘Z G:’U‘%Z) dz_
a dZ

- b Q-mz) -
L - 4O ir) z
ST c/m;g J |

Scanned by CamScanner




”Mr«c’, J_n'varuz: LR =

- z-Tnans owm 9N _’ 4’?#’0’)]67:66;
o poth St/ ST P )

n-/ ok Ly T
pal) = & H\) UL ) R

R (”/%7“‘ X — “--{_-\""“". “:
{,oﬂx/o(vtc.oﬁﬂﬂpﬂmt LY
M

nalf  q @) and %:\C’y
) (A1 M%& cm rolv o)

MM - Z )=
a(N) = W (DK 'MC”) H 25@( é "

EU[M %’%ﬂﬂﬂ of%f;?@%zi%}
my& 3 cowowt%( Téme D oﬂ%
L preedd

5 Two 5¢

vt o6 Two 5%7na!£ Z—pa%

Scanned by CamScanner



- . Rb@.’ -/Z/?/é/
Mg&) 7 ucn)]f ,,__:,_T_ ) Roc! /Z/>//

/ (n) = %LC—”HF ?’;Z‘Q’U
LWJ] xCZ) ZB;UU * %(”)7

% X(l—&) ,,L/-'ﬂ—— /{’:fl"" /];J 4 CUQ}Z? ;

a g
1 ey 0 Mﬁ'tC_/Q//
: ;;._ﬁ—_;—avf;,g_—_'.'{jb“&tcﬁ&ﬂ
. zaz e
AA lff'f) (t ﬂZ) K@)
= A

Scanned by CamScanner



P (()

. "l[ﬁ:; "1
.’ b

Scanned by CamScanner



/”f‘*”"/z \\ : i \ f

Las 1, Then Roc A g 7/2 |

(/7\@ COI\VOW{:(,O/) P@PQ’QJEJ |
- oSt Powmgu /orto/vem_ ob~ tﬁi’ i
7 {QM&(SOK{_Y) AR . |

Scanned by CamScanner



@«"@ o e g St
Cdpitia Valve Th eortem -

(\/\/\/\/\/(\_,\/\'/\/ . |
| Bbx@)=efIag,, Ther ?

A= x(2) -

2 &P
ymﬂob’ .
* B Vi
Mz):'- > UW)E
‘ =04+ > )

x@%): k4 +x¢ofz‘“’+w~%+ﬁ
? %L@ 4+ m) t -H:@J !

Iy ECZ) = %)t wv”‘ﬁ)
2’?&0 | .,FOLCOJTD-(LO%O'.,
| B m@) BRI |
| Q&ftrﬁglaijOO 0§ EO&W ‘
nelg % 00) and zlmj

(’“m}ﬂ .S‘(a
”(Mm Theil ”Wmmoq L/g

L ( t/)e @m‘ﬁ/&«
T of R 7 LA
;ngé;}jaaﬂ ﬁéf’péig Otf ;ré?é9an/
E )(;Léz ) .

Scanned by CamScanner



@ua" pe wd® the g -Jrtae boea, ?,*
&04 by ane signad fegrEces
i) = [Q@\q) 5’(3’7)2 u(n)

i ol iU)) (]@*)ﬂ uin) - 9@ U(’U
B

‘ .~47ﬁzm) -5 W

i

MU‘)’ )."“U’) |
= Eferee] S

W Rﬁé R[ Z/)/a?/
X;U‘—) ZL@)/} U)I" 13 z"
e kipL

P\DC P\ & NP\Q\ ‘

e et )
A-8F7 /.’ZZ j

Scanned by CamScanner



7

Lon By

C«V“@ - Rﬂ@f £ he, Z*’Tfﬁ@ﬂszjorw ooL

g@ﬁ/u@ce wn) = V(D)

| gpf) BN AT z&mﬁ@]]—ﬂx&é) .
= and Z /_%M)Z/MZ

we Ko The. . 2*7’6%'

| \gg/mo/@fﬁ.
ke © uch) P

Scanned by CamScanner



:auﬁ_:,. Ffi’ld e Frlng bores, % -.

/ﬁgﬁﬁnﬁ/ ?;U))‘:f' 2,3, %Z
(AN
A uﬁcﬁj Teme Shébtn PrRIpey,

@5 Z- Tmaﬁﬁéc‘)ft’fl kinel” the. d
7 - Treong bﬂwﬂﬁto//wcéj jfm/

B %3 votf

L%'o/()} | ‘U Cﬂ)"‘ 1, U”LQ*)

W
.\ .

;<2 @) E@.z Q)-H—]:Z"" Z X,CJ}

. X"

~ 7 #’327'*3 'L‘~+l1 %%027
St Z _‘
%:MZ—#B% 'f‘[z 'fZ . '

Freom ;z__zy R @,&( «% Eﬂtm@ 27/

= ]:r+az"’+32 iyt

Scanned by CamScanner



M
27% 213 Z«M, /7&2—3 |

. Er)tutc‘i zr-;)/;wc efrcg/pt |
B - 3‘“1:“““ "—@n @Ww :@u@ “

by o (2) - 2[',7 tnﬂ E_Mn) z

-

P X000, 77 4 oA LT A ).z L LN
12—'0-{_ ("‘Q) [4 1 s\ \ & Vg ’ _'

= 1"221*12’

Ay (2) = Z Cmmj 2 % Lh)z | ki “

3 1,1&) 7°% % 71;\(!') Zt A 'X;LQ) o * ",

B 4.7 x1.2774 1.2 - - 2y {-'z,'-' R s

jd.l(_g 'XQ'\) = A ('ﬂ)% '}LQC"\) - . R ‘E
Lot Ades . ]

9»& maJ'Lmj ,Gﬁmv%m o ,
AR 2 [ t0) % 1 td =, 2 mz) h|

A alz) = (-araa), (\rr'z"-!r*z.)
‘?1(2)— H,'““ L

o
.27/ Q-,_‘.f,zz T 47 -l"'LUl N

>"‘Lb’> \’Z B e -4 > xg "‘7@ n o
bﬁ mmﬁ ek 7 Mm ﬁn 01’@“ W‘J - vi
%%L“)"ilflfo 11] o . “l
e gl v '-LWWL‘@{) P Laguones
x(w):%y’“‘%@“).

BY be mou 2 Dm0} =27 x(2)

Scanned by CamScanner



. |4
(-Z’) = 7 SC“B - .-:'.‘ Z[a{h' "U-.(Vl)j B

= | ! ' '

= b SElw L A . ‘
| =0 Z" : Z

’7 X(‘Z/)——'L .9.& (,z~a~)

’ ‘—'> % (2)- - aLz“l (z_aj__?‘_l',_.égz_;i':z |

B e 4z -

N o

9 xt(z): ¢ 1(zad L 2.1 J

(Z-—=)*"

h-—’ : Ll . : = 4___.-_

Scanned by CamScanner




S SH( a .z .

02
(z-a)* (z-ay

52% MMWW%W@MW
%W o W%ﬂww

7’(“) = \/Qn l) 3+ %Cn)

%ﬂ B )’Cn) —‘-—y Cn~|) + 10\3

(3"-"* z, en hethe Ax.al.Lb
g2yl L2 D QM)] +2 Ex('ﬂ)j
7\’['7»>'—*2"l'yh,)+ "»(L'l) .
2 \}('L)s--‘;’ D £ el

pass

g /). [1 ool B O

B Yz} .,
ARy L,
= (2) -

‘ .. : %%‘Zq :
wie Al %WL monge %_w 5
S JA,L _
w{ Helpense = =h(W)= {j)' )
Q«M » YC\'\}*— }L[Y\>-\Q‘1(}\~\> -Y b-\ ),)4.%@1 g)
) Wong mm Jp %\ftnn of "
© The Fovon % Jis
Y(Y‘) # ')L(“O'\' AN Cn .4)-41')\ (\q-—'ﬁ-)k ‘XLV\«B)
‘IW %"W on  beth Aeles e Audl ?I’L
wb) MO T2l QA O xu)w }u)
'>'1U") - 4D [ 127" T +'zf3j

o \(l‘fb tzs) @*Q BYIE A r) s H(L):‘/Xgﬁ'\”w

Scanned by CamScanner




5)’\()'\) i\\ﬂ‘ ZWJA&MW‘%

2 Gl e P&QQWM i

~ yt'v\‘)uﬁ\/ (hr) W\) 'xC“*l)

’ %Lm &*%&L’Ww Y 2 :
\fm »\‘IUH) ¥ \,(vw) x(w)— w{n=1).

“ﬁzhmwm omeuﬁ¢@tg

Y z)=2
L)v2%®N27m M@zxu>.
3yt |
E R ] e, [1, ~\j
sﬁﬁ, e

Scanned by CamScanner



MMZ MWW‘%ROL%WW

%(ﬂ) T g 60n)y g (her) A 4 Uwz,)
y Nz )= Z-EJLn{}
2EAEIGYFY (23] 4 @ G 251
E 1*2'Ztgwﬂ*”- 2{zuﬂ

=\ - 5.
r—iJc'Z \_____\_S .'Z

-
-

L~W24’M-@iz:o.- "
Wb -2z =1 MMA& Aﬂamﬂ |
};]— - %C’f\) U(n~ ,,‘Q) ' | _ . |
froonlen - foal

27 « Z [UC“).] = ‘7;2, Av 12“2 A

—

5:'2';2

Zr—

N1
L
w
1
|-
.
N
i
.
N
e
1
>

bne goc o) vl7

2 - fl(*\) : (nao. 5) " Hny

Scanned by} CamScanner



a0 -CZ 'L)Q- | ZP-L; '

%L—A)L i a[z £

o.)dz’ ‘/CZ)' o 5(/‘"0 izt

(l ~0> 28z~ l)C[..n qs 7" - -

3ad L
A me eé \I[“>%‘£M
@2 Dol o)y ey 3y Ww”"gs((z}

lf\ngﬂm ﬂhmm/m
L-L-.\Mu,) cw,u T )M@mw M P@l%
Ahigudd. 7, ide Ahe wnid inde, o only

Scanned by CamScanner

[ Cz?m




erM%XQ“)MM MWMP&L&

il aindss
yi ["")) | Li=2" S Y62 | |

g | |
B Li-27). ovs(1-0:5 ) s i '
"’71 ( 0. _2_5 z ) (_l b V:IS ‘L")( l"'?/.._") - 2 :.!

W_ﬁu&-eﬂl‘% 0.35%5.%5 MMMW& :5
Y 0. SLI'“D 57/)
zf‘-_'Pl (1-0252" ) (1-0. asz‘)

ovSﬂU-nrsxr)

; b ‘ \
Dl‘S__ﬁ‘b-5 ! .

— . roa — {
VUFD-QS#Q L! —'b";?fﬁl') 035025 .
Y T B I

I

LL) %JJ M Ualm. eé ‘)LQP\.),.UA | |
oLU i Qo). ) ) “‘

Z 4 . - J

| 1”‘“' Ll )(’Lv‘o L'L““) .1,3?3 ‘Z_."Ur‘ ,
R LL")XUQ - ji) hag B ke & s
e ik <inde . Go frul el of il Jdas ]

4 I & : . , . \ . s 4 & ."‘l 3 ‘: |
-Pow&« ;¥ it ' Sl 1y
. ' ‘ ' 3 -
‘ k ' 4
- 7 |

Scanned 'by CamScanner



“‘?‘\ﬁ«%wwd ax 'X.U’)"Z x{z)j
%W o i e
(Démg Db, Mwmt
@?@ﬂmﬁ Jmtﬁm

Scanned by CamScanner



)'ﬂm ‘U/LLS/CLLQ Rocxl[\4os ok means g
Jm;tUWL@]L JUfLazUJuL& Hore an)w%

amli- ceudal. w,?‘wmw&%ﬂim?w
Apvstins

Q’)'-P(UVL&LLO (TN 13 P@LLLU]_A C@fé Z e f U%«@)W'L

Hu Aong dission potned e oL
"3 . LD ’l‘ V‘j }Jwg
%
LR =t - TS
L7 ~gz wlq -3z %2z

A ) £
2" ~62° -
s - 32 Ayt
B o T =2
(577 ~tyz!
. \ ‘
s 7{\\7,) -
%
g\Z *‘%2 )

B o wr B
i Q”_-“l +1_LEL,.(B-;5+1L&7/ b et

B s 7 oo

Scanned by CamScanner



:@«;;1— ﬂH._L WAL&L W“”M jgm a.&m& ka

Ao ax ) - {‘233%’%%“{’”“%%
| \/L\'\-)':{.\ 9\_\%2 >MMWM%W
N |Pf> §‘

b

A n) g ﬂ“)
\!C“> = )\Q‘(\) * ')(_LY\)
ant o ' :
| Lh) ) iQ(,L,!cg_
h |
i N(n)e
| 'ﬂ) Ea( 43*‘:{&} 3a% Q.«G'!'C,, QQJ\-Bi) QCJ o

A L Qad ) el ],
w@% 1D - X o)

Mﬂ/k«ﬂ‘ Z Mﬁw m Cﬂﬂl /L)(_U,U/L &LOL’/S

:’~> \[ (_L) & Xt1> %'- H Cﬂzj

.‘ o, :
| . , e
= % () = Y(z) )—ﬂU/) & Z,Jn(“)'L ,
H{z) o
i . y , | = !qro?'z“)*g‘z"%,
\ ~0 -
:_,Y(Z> g Zx{(ﬂ), R T Z_3+ W

n=o

T L

Scanned by CamScanner



762 HLZ)Mﬂ Ao ,Lunjtﬂm, 0-/5 H (&) - t o p’mﬁ,.j
~ of G*P)” -7
A+ P

()"

Then gL D (200 ()

Zf
,- J'
P “T‘" J_gf) M(U;F)m o u)l
L B
T Ul " H@j

: \ 3 |
Q"\r\ 3 © T /qu Ol EQ’L f) H Uf)j

il

Scanned by CamScanner



= Y JW«&WMWWQM
vy ey S ot §

w(z) -

S"L
1% 67. .-\-87‘
& M%‘Lum; | : ~tsz
w W AT (T R b SN
R LYl Y
2 Mg

- -4+ gz

-
1+ y2| - m
e U‘”’Z a2 (1 w[‘)

5 "H&z’?

(m C Q‘:{ W‘k" Pariliall fﬂadxen)

Feela ) v 8
| . sz’l 4y
Aol | o
2y, e oney
= /Q'L\"’YL ‘
z” ), (M +s2)
> -)a k NZ ) +2z
| QJ(\‘%\?UUMZ"U -
- '(1'+3'2( (”\/2,) |
— - _,\% f‘ |
g Ry T TR

Scanned by CamScanner



H'l _ lfr“l?/'

pj{{ maszj Wi W@W_/

Y = & () uﬂﬁ)—ll'L-Ll)“~ ulny

Oj%( ey ?“ht‘ﬁm‘ﬁ% W#ml mwm | |

Z- erm *2) - gl

(2) G |
Vo il xy g ooz |
okt Flz)- A(2) B B ES, Zlgm)nlu(n - ‘l
= ZJ[‘ 7 | A 2 )] 2 i
e (z+ e S 1
k7| Z f)‘FLZ) , \_(_Q;)Z_! :MT
. i L el
;11‘:;;_! \Z™), z \'—1) N =y
Py T
G L -t 0D
231 1
e k\fﬂ B ~—L : ':‘ M
Z5 e )Cz\[) BEY =
E“Zﬁ' 5 Etl 5) F(L>j

Scanned by CamScanner



ol 2
Q\ZQ'L*U) il /OML o)~ W LT s
BT
Lt
L | 3
2. ] /17
(L) .
A B ¢
Zxl Yoghe] (Z-1)"
2 5 oad Sed
1 2z R Tz,
2z 4z
: ‘ e ["] - —\ -El[;r)l :
- MNake Svense z- Hom on et «J-Ec”%w“"“q(‘aeﬂ/

7o) C ) 2 i utn) & g b,
l1

~ 2 b o |
') nn) - ,q (ﬁl)‘an )1(_%]_ u(_n)«lrli n.u ()
/2‘\ 1

Scanned by CamScanner




| 3;7;;/ Residue Method

In this method, we obtain, inverse -
2 ’ z-transform x [n], b : !

'] at all poles. Mathematically, this may be exprgsge 4 zs summing regulues of

X(2)Z"
x(n)= Z residues of (X(z) 2] ..(3.46)
all poles '
& X(@) ‘
{ 4 Here, the residue for any pole of ordermatz=p1s
(347

! _Lim {ﬂ;_[(z -p)" X(z).z“'lﬂ

Residue = mﬁﬁ az"

/ verse z-transform, x (n) for

Use residue method to find the in
z

.. S
X(2)= z-1)(z=2)
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Digital Signal Processing

Solution: The given transform is

X(z) =

z
(z-1)z-2)

X(z) has two poles of orderm =Iatz=1and at z 2

We can obtain the corresponding residues as ahead

For polesat z=1

~.
1 —Lim 3 (2\1)
Residue = 7 01 2ot dz° ‘zt 1)(z =)
(-0
A
or Residue = L"}l 7L
=AY
or Residue = -1

Similarly, for polesatz=2

1
ReSidue = O' I;_lgl dz
(4-9

Residue = 2"

Hence, x(n) = {—l +2".u [n]

,,7,

"Y/‘) 7/ «,»IZ*»

(Z 2) m}} .

z =4 " r‘}”.'\ M"! kﬁ A
3 Z = L &, B e §OI513
= Lim{ —2z"" [=22"" A o
22| z—1] = P

Scanned by CamScanner



myﬁ ]

Obtain the INverse s-transform of
(=1 +az)zl”!
garithmic series expansion, We have

._..xz +-—-x3....

14+X) =%
lﬂ("‘x)xz 3

al

Solution : According t0 lo
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Digital Signal Processing

Therefore, X(z)=Mn(1+ az™')
Simplifying, we have

TR
X(z) =az_“'l—él-(az")2 +§(az )

I 5 2. 1 3 3
=az"—~a222+3—ajz

Taking inverse z-transform, we obtain

O,a,——l—az,la3,
x(n)=¢ 2 3 Ans.

g
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E,\'t'.'ml;{g 3.39 Py

he’ inverse z-transform of
NigottE rOC: 1273
' (z-1)(z-3)
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Digital Signal Processing

Solution \
X(z) 2 +z e o} Fw.;(.(l»‘: e F}WJJ ™M = ,3 Md‘-’(
z  (z-1)z-3)

Converting the above improper rational function (- M =N) into sum of a congtay, and,
proper rational function we get

M=1+ 5z-3
z (z-1)(z-3)

The rational expression can be expanded by Partial fraction expansion

(z=-1)(z-3) z-1 z-3

where
R (5z-3) -1
=(z )(z IXz-3)|,.,
(5z-3)
C,=(z-3)————
2= e,
Therefore
X _, 1, 6
Z z-1 z-3
X(Z)=z.___.z__+£
z-1 z-3

Taking Inverse z-transform on both sides we get

x(n)=58(n+1)—u(n)+6(3)"u(n)

UseWﬁZmethod to find the inverse z-transform of

z
X(z)=—-——-—(z_2)(z_3) |Z]|<2
Solution :

In this case there are two poles z =3 and z = 2 outside the ROC | z| < 2, 50 the
sequence is non causal.

Forn<0

b
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. 2’ +z
Find the inverse z-transform of (2)= (z-1)(z=3)’

ROC : | z|> 3. Using (a) Partial

fraction expansion method (b) Residue method (c) Convolution Method.

Colutinn
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Find the system function, H(z) and upit-‘sample.response h(n) of the system whose
difference equation is described as under :

y(n>=21y(n-1)+_2x(n)
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The 2-Transform
where y(n) and x(n) are the output and input of the system, respectively.
Solution : The given difference equation is

y(n) =%y(n—l)+2x(n)

Taking the z-transform of above difference equation, we get

y(z) = %z"Y(z)+2X(z)

1
or Y(Z)[l-—z"]zﬂ((z) : _ |
2 Herte N ) - 'u,yqi,,ém.lﬂwa_ﬁ S CV\)
Y(z) 2 - -
H = — o a )
or 2) X(z) ]_lz-l %LT’) A [ 5 ( ") J - ;!
# 2 Seselp » ""’:\""'V“"{ e JUuApenice Y (."‘ ) A (“),

1
This system function has a pole at Z=— and zero at z= 0.

2
» ¢ (S
H(z) = - c A Yallr -!t-" WV ffff"t L
l= L) z™! N I
Also,
=} 2
h(n) = Inverse z-transform of H(z) =2 1
l-=2z"
.y 2
1 n
o, h(n)= Z[EJ u(n)
This is the unit-sample response of the system. Ans.
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Determine the causal signal x(n) having the z-transform

1
(1-2z27)(1-2")?

X(z) =
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Determine the impulse response and the step response of the following causal system.
Determine it is stable or not.

¥() = >y(n- 1)—§y(n—2)+x(n>
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m Digital Signal Processing
Solution

y(n) = %y(n - 1)—81y(n -2)+x(n)

Inpulse response means x(n) = 6(n), here y(n) = h(n)
Applying Z - transform to equation (1),

Y(2)= %Z"Y(z) - %z'zY(z) +X(2)

:Y(z)[l—g-z+§z'2]=}((z)

- Y(2) _ 1 3
X(2) I 3 1
-—Z -2
4 8
82°
=>H(z)=-———
(@) 82 -6z +1
:>H(z)___ 8z
z 8z2°-6z+1
_ 8z
(2z-1)(4z-1)
A B
— -
1z-1 4z-1
_ 8z sd, o
4z~1],.1
2
Beelll =2
2z-1]..1
4
H 4 4
@ =1+(2)= 4z 4z

z  2z-1 4z-1 22-1 4z-1

o e

For step response, x(n) = u(n)
Z

:‘X(Z)z--_._
z-]
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The z-Transform '

So Y(2) = H(z) X(z)

=[ 4z _ 4z 7
2z—-1 4z-1|z-1

_ 8z°
(z-1D2z~1)4z~1)

_Y(@) _ 8z
z  (z-1)Qz-l)4z-1)
_A . B

+
z-1] 22—-1 42._1

A= L | :E
(2z-1)(4z-1)|,_, 3

- 8z |
(z-D(@dz-1D)], 1
2
=3
2
166
4 \2
_l6
3
8 z 2z 4 4z
=— -4 +—
So Y@ =3 0 % 1 T3

ot {3

Example 3.55

We want to design a causal discrete-time LTI system with the property that if the input

1S.
n n-I|
oo 44 e

then the output is
l n
y(n) = (5) u(n)
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Digital Signal Processing

(a) Determine the impulse response h(n) and the system function H(z)m
satisfies the foregoing conditions, 1

(b) Find the difference equation that characterizes this system.

(c) Determine if the system is stable.
Solution :

X(n) = (—I—Jau(n) —-l—(-l—)nqlu(n-— 1)
2 4{2

(n) *(i)nuw)

e 3

X(2)= 11 e g ]1
1-—z" 4 1-—z"!
2
_ 2z _1
T 2z-1 22z-1
)
4z \ o
T 2(2z-1) . LT i
y(z) = v 3t
Y@=
751 ¢
Y(2)
(a) H(z)_x(z)
6z(2z-1)

" (3z- (dz-1)

H(z)  6(2z-1)
® 77 " Gz-D@z-1)

A " B
3z-1 4z-1

_6(2z-1)
B 4z—1 La"
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\ The z-Transfo

Y.z D=
3
B=6(22—1)
3z-1 .
i
6(11
_\2)
-1 =12
2
-6z 12z
H
) 3z-1 +4z_] Ans (a)
h o 2 1 i 1 4 Y
- (n)——,-3— u(“)+3Z u(n) Ans (a)

_Y(2) _ 6(2)(2z-1)
®) H== X(z) (3z-1)4z-1)

Y(z) 122’ -6z
X(z) 122 -7z+1

—1222Y(2) - 72Y(2) + Y(2) = 122* X(2) - 62X(2)

So difference equation is,
12y(n +2)=7y(n+ 1) +yn)=12x (n+ 2)-6x(n+1)

(©) Y. Ih(n)
1
=-~2—1-1—+3——-—1-
-2 1=y
=|-3+4|=1<

so it is a stable system.
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FAST FOURIER TRANSFORM (FFT)

p— .
¢f Introduction
g

The Fast Fourier Transform (FFT) does not represent & transform different from the
DFT but they are special algorithms for speedier implementation of DFT.E FW a
comparatively smaller number of arithmetic operations such wltj&ications and

—

additions than DET. FFT also requires lesser computational time than DFT. The

e

fundamental prin’éﬁfé on which all these algorithms are based upon is that of decomposing
the computation of the DFT of a sequence of length into successively smaller DFTs. The

way in which this principle is implemented leads to a variety of different algorithms, all
with comparable improvements in computational speed. Thus, we can say that DFT plays
an important role in several applications of digital signal processing such as linear filtering.

- - - 3 {v_ -
correlation analysis.and spectrum analysis.
[ —

WTransform Algorithms
v

Direct computation of the DFT is less efficient because it does not exploit the properties
o~ —
—e” j2x IN N~
.

of symmetry and periodicity of the phase factor Wy

2T
- . Wy
ese properties are : M= g N

Symmetry property : Wi’ = ~Wy

Periodici r";:;: K
odicity property : Wy* =Wy
4 .

As we already know that all computationally efficient algorithms for DFT are
collectively known as FFT Algorithms and these algorithms exploit the above two properties
of phase factor, W,

P
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@ Digital Signal Processing \ \J
53 Classification of FFT Algorithms /

the intermediate vh
\"/ A) According to the storage of the components of r, FFT algorithms,

are classified into two groups.
I. In-Place FFT algorithms

2. Natural Input-Output FFT algorithms.

1) In-Place FFT Algorithms. In this FFT algonthm', component of ap intermediale
vector can be stored at the same place as the corresponding component of the Previo,,
vector.

In-place FFT algorithms reduce the memory space requirement,
~ oS~

2) Natural Inpu\t-‘Ouftpu't FFT Algorithms. In this FFT algorithm, both input ang o
output are in natural order. It means both discrete-time sequence s(n) and its DFT, S(K) ‘;
are in natural order. This type of algorithm consumes more memory spare for preservatio, 4
of natural order of s(n) and S(K). B '

" The disadvantage of an In-place FFT algorithm is that the output appears in g
unnatural order necessitating proper shuffling of s(n) or S(K). ~J3

—_—

-f‘\_x —— &
In-place FFT algorithms are superior to the Natural Input-output FFT algorithms
although it needs 525@%(“) or S(K). This shuffling operation is known as Scrambling, '

The scrainbled value of an integer is defined as anew number generated by reversing -
the order of alTbifs in the equivalent binary number for that integer. E :

B) Another classification of FFT aléoritﬁm‘s based on Decimation of s(n) or S(K).
Decimation means decomposition into decimal parts.” X -

On the basis of decimation process, FFT algorithms are of two types:
1. Decimation-in-Time FFT algorithms.
2. Decimation-in-Frequency FFT algorithms.

1) Decimation-in-Time (BIT) FFT Algorithms. In DIT FFT algorithms, the
sequence s(n) will be broken up into odd numbered and even numbered subsequences:

e e
2) Decimation-in-Frequency (DIF) FFT Algorithms. In DIF FFT algorithms, the
sequence s(n) will be broken up into two equal halves,

Computation reduction factor of FFT algorithms
“Number of computations required for direct DFT
" Number of computations required for FFT algorithm

N2
N
‘z—logz (N)
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Fast Fourier Transform (FFT) m
ymber of Stages in DFT Computation using FFT Algorithms

\umber of stages m‘DFT computation using FFT algorithms depends upon the total number
OprintS (N) in a given sequence,

For these algorithms, number of points in a discrete-time sequence
:

N =2"wherer> 0.
—~—

cis the number of stages required for DFT computation via FFT algorithms.

Let us have a 8-point discrete-time sequence, N = 8 = 27, It requires three stages for
DFT computations. G0 LoTe I fe

In Decimation-in-time (DIT) FFT algorithm, input discrete-time sequence s(n) is in
Bit-reversed order but output, S(K) is in Natural order for in-place computation. In
Decimation-in-frequency (DIF) FFT algorithm, input discrete-time sequence s(n) is in
Natural order but its DFT is in Bit-reversed order for in-place computation. For in-place
computation smaller memory space is required.

Gene_rally, we use Radix-2 FFT algorithms. In Radix-2 FFT algorithms, original
discrete-time sequence, s(n) is divided in two parts and DFT computation is done on each
part separately and resultant of each parts added to get the overall discrete-frequency
sequence. '

In DIT FFT algorithm, original sequence s(n) is divided in even-numbered points and
odd-numbered pointsJBut in DIF FFT algorithm, original discrete-time sequence s(n) is
divided in two parts as first half and second half.JFig. 5.1 illustrates the number of stages
required in Appoint DFT computation via. DITFFT algorithm (Here N = 8).

— — TN

s(0) o—~»— 2-Point ¥ Combination
| DFT ; Of o
s(4) o—— 2}')";,}"‘ 4 [
o—p—] : > 3 ' > S(1)
‘ S Pomt >
(2) 21;’1?}[{1 = 4.ptDFT Combination |—p—o §(2)
1o of, —»—o S(3)
l.r Point
Fs [T °5®
s(1) o—»—{ 2-Point [ Con1b|2atlon = 8.point —— zig
o—— DFT > 0 > 0
) 2-Point [ DFT &0
— DFTs > o
s(3)  2-Point [™>| — 4,pt.DFT

Figl 5.1 Three stages in N-point DFT computation via decimation-in-time FFT algorithm (N = §)

ecimation-in-time algorithm
as Radix-2 DIT FFT algorithm which means the number
d as a power of 2, thatis, N=2, where M is an integer.

 This algorithm is also known
of output points N can be expresse
— e~

—_—
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: . agsumed to be a power
rocessing whore N is assumed t power of Doy
sequences h N/2, where one sequence cor Mg

(n) 18 -point L longt
Letx(ois st 'l {o two sequences of odd-indexed values of X(n) “Slstin !
break this sequence M Fodd-ndexed values of :

h ¢ Vil (\[)" | d'hb(' :
4 i S\ ‘d " lll S l .\(l ) l\l\
thL L\ LI“‘“]( = . S ~— / [

ESE] Digital Signal P

ST g
1.0,y .\'e(n):x(;’n) n=0, 1oy
. wo(S.1)

n= 0’ L.. 2

xo(n) = x(2n+1)

s Wl ]
The N-point DFT of x(n) can be written @

3 - (52
X(k) =r\z:.\'(n)\\’ti}k k=0, 1,.. N= l (5.2)

Scparatinmaven and odd indexed values of x(n), we obtain

N-1 . N-1 ok
X(k)= Zx(n) WQ“ + ZX(")WN
0

n=0

=]
e

N N,

—1
2 2

=3 x@n)Wa™ + > x(2n+ 1)w§§"+”k

=0 n=_0 "

n

N N i
—_— —1
2 2

= > x(2n) W™ + W > x@n+ W™ ..(5.3)
n=0 n=0 v

Substituting Eq. (5.1) in Eq. (5.3) we have

N, N,
2 2 :

X(k) = D X (M Wyt + Wy D x, ()W (5.4)
n=0 L n=0

we can write

: 2 .
2 _ (.-j2n/N -j2r/N/2
WN —(e ) =g )N __W .

. i.e., ngl = WN/2 (5.5)
Substituting Eq. (5.5) in Eq. (5.4) we get
N N
2 7—]
n=0
Npom B Tal v W3 (56
indexed sequence —point DFT of odd

indexed sequence
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Fast Fourier Transtb_r@@

/ = Xp()+ WX, () 65T

: : N )
Each of the sums in Eq. (5.6) is an ?point DFT, the first sum being the %-Pomt

DFT of the even -indexed sequence and the second being the *I;"-point DFT of the odd-

indexed sequence. Although the index k ranges from k=0, 1....N — 1, each of the sums are
P S
A N - N
computed only fork=0, 1.... ?-?1, since X (k) and X (k) are periodic in k with period bR
r— O~
After the two DFTs are computed, they are combined according to Eq. (5.7) to get the

. N
N-point DFT of X(k). So the Eq. (5.7) holds good:for the values of k=0, 1... 5~ = 1.
For k> N/2
W2 = Wy .(5.8)
Now X(k) for k > N/2 is given by
N _ .
X(k) = Xc(k - 3) ~ Wk N’ZXO(k —g—)fork - -I;—g fLoN-1 (59

Let us take N = 8. Then X (k) and X (k) are 4-point (- N/2) DFTs of even-indexed
sequence X (n) and odd-indexed sequence x (n) respectively,

where
x,(0)=x(0)  x,(0)=x(1)
x()=x(2) x,(1)=x(3)
x(2)=x(4) x,2)=x(0)
x(3)=x(6) x,)=x(7)
From Eq.(5.7) and Eq. (5.9) we have

X(k) = X (K) + WEX, (k) for 0<k<3

=X (k—4) - WX, (k-4) ford <k<7 (5.10)

By substituting different values of k we get ’
X(0) = X, (0)+ WX, (0);  X(H=X.(0) - Wy X,(0)
X() =X () WK, XO)= XD WX, (D)

( X(6) = X. ()~ WX, (2)

X(7) = X (3) - Ws X, (3) (5,11

X(2) = X, (2) + W2X,(2);
X(3)=X.(3)+ W; X, (3)
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EIX Digital Signal Processing ———— = e .
- find that X(0) & X(‘”N
From the above set of equations We caf D& X(5), X

ve same inputs. X(0) is obtained by multiplying X (0) Iy oy

X(6), X(3) & X(7) ha | ! 0
(0). Similarly X(4) is obtained by multiplying X (0) s

x&nd “

.
s B

adding the product to X
subtracting the product from X (0).

This operation can be represented by a butterfly diagram as shown in Fjg )

X (0) + Wg' X, (0) = X(p)
X.(0)

X, (0 0
xe (0) - WS Xo(o) = X(4)

Fig. 5.2 Flow graph of butterfly diagram for Eq. 5.11

Now the values X(k) fork=1, 2, 3, 5, 6, 7 can be obtained and an 8-point DFT flowgraph
can be constructed from two 4-point DFTs as shown in Fig. 5.3

X0 | ? | | X(0)
X.(D=x@) —  apoin et )
X (2) =x(4) — DFT X.(2 X(z)
X,(3)=x(6) —| — X.(3 X(2)

y r _ X(3)

| S

/ 0 ”"
T ROTE S -
X,=x() — % , & X(4)
X, (2) = x(3) — . XM~ 2 X()
o 4-point X (2 : v

X, (3)=x(5) — DFT 0 4 X(6)
X, (4)=x(7) _ X,(3) 7 M X(7)

Fig. 5.3 Construction of an 8-point DFT from two 4 point DFTs
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Fast Fouricr TransforM

_mthe Fig- 5.3 we can find that initially the sequence x(n) is shuffled into even'i"dexeg
i 1ence %, (1) ?"d odd-indexed sequence X (n) and then transformed to give X (k) anl
;?czk)- For k=0, 1,2, 3 the values X (k) and X (k) are combined according to Eqs- (5-11)

§ using butterfly structure shown in Fig.5.2 ihe 8-point DFT is obtained. The inputs 0
a

ISkSEER 5 i iddle
(he butterfly 15 separated by — samples i.e., 4 samples and the powers of the tWi

factors associated in this set of butterflies are in natural order.

Now we apply the same approach to decompose each of _1;— sample DFT. This can be

done by dividing the sequence x (n) and x (n) into two sequences consisting of even and

N . .
odd members of the sequences. The L) point DFTs can be expressed as a combination of

»T:—-point DFTs.
N .
ie. X (k) for 0<k< — 1 can be written as
2k o<k
X,(K) = Xoo () + WEEX (k) for 05k <
] N N N
_—.Xec(k—%)—Wﬁ(k_md)xeo(k——Z)forz-ﬁkS?—l ) (5.12)

where X_(k) is the N -point DFT of the even members of x (n) and X_ (k) is the %-point
ec 4

of DFT of the odd members of x (n).

In the same way

N -
Xo(k) = Xoc(k) + wﬁkxm(k) for 0<k< -li_—_ 1
N N N
i) g sy - 613

: N .
Where X (k) is the _I}-poim DFT of the even members ofx (n)and X (k)isthe T -point

DFT of the odd members of x,(n)-
FOTN =8
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B o s ided into even and odd indexed sequenceg as

the sequence X (n) can be div
x_(0) = x (0% x (1) = X2
(O =3 (D (D=3

2)we have

Now from Eq. (3.1

X (0) = X_(0) + Wy X (0)
N, (D)= XD+ We X (D
X, (2)= X0+ WX (0)

X, (3) = X (D+ WX (D ~(5.14)
where X_(X)is the 2 point DFT of even members of x (n) and X, (k) is the 2-poin Dy
odd mcn:bcrs of x (n). o
Similarly
the sequence x (n) can be divided into even and odd membered sequences a5

x_(0)=x(0)x_(1)=x(2)

x_(0)=x(1)x_(1)= x,(3)

From the Eg. (5.13) we can obtain
X,(0)=X_(0)+ Wy X_(0)
X D=X_1)+ WX (1)
X, (2)=X_(0)+ Wy X_(0)

X(3)=X )+ Wy X (1) .(5.15)

where
X (k) is the 2-point DFT of the even members of x (n),
X (k) is the 2-point DFT of the odd members of X (n).

Fig. 5.4 shows the resulting flow graph when the four-point DFTs of F
evaluated as in  Eq. (5.14) and Eq. (5.15)

" F ¢S
From the Fig. 5.4 we find that the input sequence is again reordered, the input samp
f

ig. 53

N ts 0
to each butterfly are separated by n samples i.e., 2 samples and there ar two s¢P

i . ratid
butterflies. In each set of butterflies the twiddle factor exponents are same and sep?

by two.
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For the more general case, we could Proceed by decomposing the -1::—- point transforms

2)and Eq.(5.13) int I—\]— i
in Eq-(5-1 )a S o g “Pomnttransforms and continue until you left with only

2.point transforms. Each decomp9sition iscalled a stage, and the total number of stages is
given by M = log,N. The 8-point DFT requires 3 stages. So far we have seen the
gecomposition for stage 3 and stage 2. For stage 1 the two po.int DFT can be easily found
by adding and subtracting the input sequences as the twiddle factor associated w)i,th first
st&lge IS W;'): la i'e-a

0 b
x 0 =x0=x@ | 2-point | X(0)
w()=x@)=x(4) —_ DFT | X(1)

x 0 =x(1)=%(2) — 2-point [ — X(2)

x()=x(3)=x(6) —  DFT X3

x0)=x0)=x(1) 7| 2-point X4)
. _ | DFr

x{0)=x(2) =x(5) — X(5)

x()=x(3)=x(7) —| DFT

XM

Fig. 5.4 Construction of 8 point DFT from two 4 point DFTs and 4 point
DFT from two point DFT5.

the first stage involves no multiplication but addition and subtracting. Now we have
X e (0) = X, (0) + X oo (1) = X, (0) + X, (2) = x(0) +x(4) L—

Xeo(1) = x,(0) = x oo (1) = %, (0) + % (D) = X(O) = x(4) (5.16)
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x(0) . X(O)

“ /v(v o
i \< Y, ’ X(2)

x( X(4)
o X(5)
NS A0 s
Wy
X7

" /v\\'so

Fig. 5.5. Flow graph of Decimation-in-time algorithm.

led decimation in time since at each stage, the input sequene
£

The algorithm has been cal _
uences are decimated at each Stag

is divided into smaller sequences i.e. the input seq
From the flow graph several important observations can be made.

1. Bit Reversal

In DIT algorithm we can find that in order for the output sequence to be in natup
order (i.e., X(k), k=0, 1..N—-1) the input sequence had to be stored in a shuffled order
For an 8-point DIT algorithm the input sequence is x(0), x(4), x(2), x(6), x(1), x(5),x(0)
and x(7). We can see that when N is a power of 2, the input sequence must be stored inbit
reversal order for the output to be computed in natural order. '

For N = 8 the bit-reversal process is shown in table 5.1.

Table 5.1 Bit-reversal process for N = 8 -
Input sample Binary Bit reversed Bit reversed sample
index representation binary index |
0 000 000 0
I 001 100 4
2 010 010 2
3 011 110 6
4 100 001 1
5 101 101 5
/, 6 110 011 3
/4 111 11 4’/7/
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m\'-i’ DIT-FFT algorithm K
step! i

5
5 The number of input samples N = 2M, where, M is an integer.
The input sequence is shuflled through bit-reversal,

The number of stages in the Nowgraph is given by M = log,N.

M\Q——

! N
;. Eachstage consists of == butterflies.

inputs/outputs for each hulm fly are separated by 27! samples, where m represents
the stage index, i.e., for first stage m = | and for sccond stage m = 2 50 on.

S

The number of complex multiplications is given by — log N.

The number of complex additions is given by N log, N

A
g The twiddle factor exponents are a function of the stugc index m and is given by
Nt .
= t=0,1,2,..2" =1 L(5.17)
9. The number of sets or sections of butterflies in each stage is given by the formula

2M-m'
10. The exponent repeat factor (ERF), which is the number of times the exponent sequence
associated with m is repeated is given by 2™ ™,
Table 5.2 Phase Rotation Factors for Quick Computation

Number of Stage | Stage 2 Stage 3 Stage 4 Stage 5
points in
DFT, N
4 Twiddle | W, W, = - =
No. of stages=2 | factor not
required
8 Twiddle | WO, W2 | Wy, W,
No. of stages=3 | factor not Wy, Wy
required
16 Twiddle | WS, Wit | Wi, Wi W, Wi
No. of stages=4 | factor not Wi, Wig Wig, Wit
required % Wi, Wi
———
32 Twiddle | W%, W5 | Wi Wy | Wi, Wi W,
No. of stages = 5 | factor not - Wi, Wy Wi, Wi,
R required W3
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?i i -FFT.
Draw the Flow graph of 16-point DIT FF

Solution

1. The numbero
2. The input sequence is shuffled thr
input to the flow graph.

—

f input Samples; N= !
oug

6

Table 5.3 Bit-reversal process

SN

h bit-reversal shown in table 5 3 -
Pplig
q

—— Binary ’I;it-reversal Order Bit-rem
Representation
0 0000 0000 0 T
1 0001 1000 8
2 0010 0100 4
3 0011 ~-=1100 12
4 0100 0010 2
5 0101 1010 10
6 0110 0110 6
7 0111 1110 14
8 1000 0001 1
9 1001 1001 9
10 1010 0101 5
11 1011 1101 13
12 1100 0011 3
13 1101 1011 1
14 1110 0111 di
15 1111 1111 15 ‘—_—'J
3. The number of stages M =1Iog 16 =4,
4. The number of butterflies per stage is g =8 .

5. The inputs/outputs for each butterfly in stage m is separated by 2m! samp
Inputs/outputs for each butterfly are separated by | sample-
Inputs/outputs for each butterfly are separated by 2 samP les-
Inputs/outputs for each butterfly are separated by 4 samples:
Inputs/outputs for each butterfly are separated by 8 samP =

Stage 1
Stage 2
Stage 3
Stage 4

les.
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 The pumber of complex multiplications is given by

N,
?082N=810g216=32

7. The number of complex additions is given by 16log,16 = 64

" The number of sets or sections of butterflies in each stage is given by 2"~
For Stage 1 the number of sets of butterflies are 2¢-' =8

For Stage 2 the number of sets of butterflies are 2¢2 =4

For Stage 3 the number of sets of butterflies are 24~ =2

For Stage 4 there is only one set of butterflies.

yviddle factor exponents for each stage are given by

§.

—_— = =—
Nt Z
K k=-_mt=0’1=23----2m-‘—1.
g,z_—-—/ 1;_6 h Q - O}
For Stage 1 the exponent is 0 =S K B P y
For Stage 2 the exponents are 0,4 >y o Fé\ 0.0, K= —

For Stage 3 the exponents are 0, 2, 4, 6 z*
For Stage 4 the exponents are 0, 1,2, 3,4, 5, 6,7
10. The exponentrepeat factor (ERF), which is the number of times the exponent sequence
astociated with m is repeat is given by 2¥-™.
For stage | ERF =8
For stage 2 ERF =4
For stage 3 ERF =2

For stage 4 ERF = 1.
From the steps 8, 9, 10 we can draw the following conclusion.

For stage 1 the twiddle factor exponent is zero and is repeated 8 times. (- ERF=38).
Therefore, all the 8 sets of butterflies have twiddle facts

For stage 2, the twiddle factor exponents sequence is 0, 4 and this sequence is repeated
4 times (-» ERF = 4), i.e., all the 4 sets of butterflies where each set consists of two

butterflies have twiddle factors as W,%,Wfﬁ .
ponents sequence is 0, 2, 4, 6 and this sequence is

For stage 3 the twiddle factor ex :
he two sets of butterflies where each set consists

epeated 2 times (- E.R.F=2), i.c.,allt
of 4 butterflies have twiddle factors as W,°6,W,25, W{’ﬁ, Wfa -

nents sequence is 0, 1,2, 3,4, 5, 6, 7 and ERF is
£ butterflies which consists of 8 butterflies have

. For stage 4 the twiddle factor expo
Qual to one. In this stage the only set 0

Widdle factor as WIOG,W,'MW,ZG,W,JG, Wit Wig; Wis Wis
Ursing the above steps the complete flowgraph of 16 point DFT using DIT algorithm is
“Wn as shown in Fig. 5.6.
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te the eight-point DFT of the

ompt

) sequ
adix-2 DIT algorithm. Auences x(n) = (0.5, 0.5, 0.5, 0, 0, 0} using the
UAVN,
of
Wn’ - wwiddle factors are

o=1 W'=0.707-30.707: W2 =_:.
W=l PIOT W2 == Wi =~ 0,207 9,707
) 05 N !
\(‘O)— y
x(4) =0 :
\\( : 0.5 -1.207
x(2)=0.5
0
x(6)=0
0.5-j0.207
x(1)=0.5 )
(5)=0
xG) \ 0.5+j0.207
(3)=0.5
x(3) i
X(7)=0

0.5+j1.207

X(k) =42, 0.5-j 1.207, 0, 0.5 - j 0.207, 0, 05. + 0.207, 0, 0.5 + j 1.207 }
3§ ~Decimation-in-frequency algorithm

DIT algorithm is based on the decomposition of the DFT computation by forming smaller
and smaller subsequences of the sequence x(n). In DIP algorithm the output sequence
X(k) is divided into smaller and smaller subsequences. In this algorithm the input sequence

N
x(n) is partitioned into two sequences each of length £} samples. The first sequence x,(n)

consists of first Ll samples of x(n) and the second sequence x,(n) consists of the last

N

7 samples of x(n) i.e.,
X,(n) =x(n), n=0, 1, 2,.... N/2—1 (5.18)
X,n)=x(n+N/2)n=0, 1,2,. N2-1 «(5.19)

le, [fN = 8 the first sequence X,(n) has values for 0 <n <3 and x,(n) has values for
<n<7,

The N-point DFT of x(n) can be written as
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N

—-1 N-]
2 ok wﬂk
- w4 ) x(n) Wy
X(k)= ) x(n) Wy Z;
n=0 n=-i-
3! —;Ll N/2)k
2 (n+
= Tx W+ L) W
n=0 n=0 .
N N,

2 2 nk
= 3 () Wk + W2 ) () Wi
n=0 n=0

when k is even ei™ = |

A

N,
2
X(2k) =" [x,(n) + x, ()] W™
n=0
N |
= ) [x,(n)+x, ()W, - ..(5.20)
n=0
£
(e W2 =Wyp,)
N"‘/\M

N N
Eq. (5.20) is the ?-point DFT of'the ?-point sequence obtained by adding first halfu
the last half of the input sequence.

when k is odd e7™ =— |

N

X(2k+1)= 2Z[x] (m) + X, ()W F+Dn

n=0

N

- Zo[x,(n)+ X ()W (5:21)

. N dhal
Eq. (5.21)isthe 5 -point of DFT of the S€quence obtained by subtracting the secon

. Wy
of the input sequence from the first half ang multiplying the resulting sequenc® by ¥¥

e e B ———
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" Eq (5.20) and Eq. (5.2
Eq. (5.20) q. (5.21) show that the even and odd samples of the DFT N can be

~ N .
obtained from the 5 ~POINt DETS of /(n) and g(n) respectively

where fm) =X, (M) +x,(n)  n=0,1, ) l
“. 2 —

g(n) = [x,(n)-x,(n)] Wy n=0,1,.. g —1 ..(5.22)

he Ea. (5.22 .
T 1.“, Eq.(5.22) cun_be represented by a butterfly as shown in Fig. 5.7. This is the basic
operation of DIF algorithm.,

X,(n) x,(n) + x,(n) = f(n)

Wi

X,(n) n_
[x,(n) + x,(n)] Wy = &(n)
Fig 5.7 Flow graph of basic butterfly diagram for DIF algorithm

From Eq. (5.20), for N = 8, we have

3 3
X(0)= 2 [x(m)+ X, (n)]= Y- £(n) = £(0) + £(1) + f(2) + £3) . (523)
n=0

n=0

- 2 2n
X(2) = 3 [, (m) + Xy (MIWG" = 2 F W,
n=0 n=0

W: 2(6421‘/8)4 = ejﬂ = -]

We = (62788 = o2t =1

= £(0)+ F(YWE — £(2) - FOIWs

k]
= Z f(n)=1)"

n=0

3

X(4) = i[xl(nn X (W5 =Zof(")W3 "
n=0 n=

~ §0) - f(1) + f2) — T3 s (3:24)

3
X(6)= 3, (1) + o (WG = 2 FOIR)
n=0 n=
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2
= f10) - f{1) Ws“— f2) + f(3) Wy

From Eq. (5.21) we have

)
X() = ,%[x, (n) + X, (MW = > 8= g(0) + (1) + &(2) + g(3)

a=0 R '---(5,26)
XE) = 3,0+ 5 (W = Y 2V
:_-;, . =0
= g(0) + g(1) W¢ - &(2)-g(3) A (52
3 3 3
X(3) = 2 [x () + X, ()]W3" = ) g(m)W;" = Zog(n)(—l)"
n=0 n=0 n=
= 5(0) - g(1) + g(2) - g3) (528)
3 3
X(7)= 3 [x,(n) + X, ()]We" = Y g(n)(~Wg)"
n=0 n=0
=2(0) - g(1)W; —g(2) +g(3) W2 .(5.29)

We have seen that the even-valued samples of X(k) can be obtained from the 4-poin

DFT of the sequence f{(n) where.

f(n) = x,(n) + x,(n) n=0,1...

ie., f(0) = x,(0) + x,(0)
f(1)=x,(1)+ X;(1)
f(2) =x,(2) + x,(2)
f(3) =x,(3) +x,(3)
The odd

(n) where g(n) = [x,(n) - x,(n)] wp

ie.,

8(0) = [x,(0) - x,(0)] w
8D = B(1) - x1)] !
ED = %) - x,2)) w2

80)=[x,(3) - x,3)] w3

-valued samples of X(k) can be obtained from the 4-point DFT of the sequer”

(5.30)

(53
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Using the above information and the butterfly s - o 6 7 we can
graw the flow graph of 8-point DFT shown in l«‘ig.yS.SS.mcmrc gt JEEIE
: N0y

(U x(0) 0 (—

\.m:-x(l) \{ 1e)) N . X(0)

X, W) 2) ?—poml DFT — X(2)| even samples
)= x(2) w ) L X(4)| of X(k)
(@3 \ON ) X(6

1 “’l‘ ”’ pe

S

x(0)=x(4) | L) — X(1)

x:(l)-‘-X(S) 0 N ) —— X(3) odd samples
X2(2)=x(6) &2) 7 “point Bk L X(5)[of X(k)
x3)=x() &) _ X(7)

Fig. 5.8 Reduction of an 8 point DFT to two 4 point DFTs by decimation in frequency

N
Now each E-point DFT can be computed by combining the first half and the last

N N
half of the input points for each of the E-point DFTs and then computing T-point

DFTs. For the 8-point DFT example the resultant flow graph is shown in Fig.5.9

f0) f0) + f(2)

_ A Wo 2_ H S 0
BRI “ e | oot |
= X(4
"7 {0) - f2) 5
X,(2)=x(2) o 2-point [ X(2)
x2(3).—._ X(3) [f( )-3)] Wy DFT L x(6)
g(0) +g(2)
x,(0) = = X()
X (l) * B * &) 25}2’?[ X(3)
) 225
X(2)= X(6) ) 2-point [ X@3)
X,(3)= X(7) [e(D-eB3)Wi| DFT __ X(7)

Fig. 5.9 Flow graph of decimation in frequency decomposition of an 8-point DFT into
| four 2-point DFT computations

h
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1 L Su 0]
The 2-point DFT can be found by adding Points, Thep:

- 1
can be further reduced as in Fig. 5.10. 83y

)+ 10+ 1)+ gy

x,(0) = x(0) f(0) + f(2) - (1) - f3)

SR =X@)

X, (1) = x(1

e f(0) + f12) + A1) W2 +

X,(2) =x(2) : “3)\\/; y
53) =x(3) R0) - £2) - f11) W2 +1(3) 2 x 0
. 1 — 8§ (6]
(1) = x(4) 8(0) + 220+ &(1) + g(3) =,
X, (1) =x(3) g(0) - 8(1) + g(2) - g(3) = X

8(0)- 8(2) * &) Wy'-g(3) 2

g(0) - 8(2) - 8(1) Wy +g(3) Wy

x,(2) = X(6)
x,(3) =x(7)

X0

x(0)
x(1)
x(2)
x(3)
x(4)
x(5)
x(6)
x(7)

Fig. 5.11 Flow graph of Complete decimation in frequency decomposition of a"
8 point DFT computation

. . . .o 5l
The complete flow graph of 8-point DFT using DIF algorithm is shown In Fig.)

From the Fig. 5.11 we observe that for DIF algorithm the input sequence is in nﬂfr”trael
order, while the output sequence is in bit reversal order, whereas the reverse is t(uc fo
DIT algorithm. The number of computations required is same as DIT algorithm-
basic computational block in the diagram is the “butterfly” shown in Fig. 5.12.
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/ X.(p)

X, (p)=X_(p)+ X_(q)\
[

e

A

e

X (q) > .
| Xo. (@)= [X (p) - X (9)] Wy

Fig. 5.12 Basic Computational diagram for DIF-FFT

Like DIT algorithm, DIF algorithm also in-place algorithm where the same locations
are use to store both the input and output sequences.

ﬁps for Radix - 2 DIF-FFT algorithm

. The number of input samples N =2 , where, M is number of stages.

The input sequence is in natural order.

The number of stages in the flow graph is given by M = log N.

NN

N
4. Each stage consists of —- butterflies.

fv%f“

5. Inputs/outputs for each butterfly are separated by 2™ samples, where m represents
the stage index i.e., for first stage m = 1 and for second stage m =2 so on.

6. The number of complex multiplications is given by
1. The number of complex additions is given by N log, N.

8. The twiddle -factor exponents are a function of the stage index m and is given by

m\t =0,1,2,.2" " . (532)

The number of sets or sections of butterflies in each stage is given by the formula
2™

A0. The exponent repeat factor (ERF), which is the number of times the exponent sequence
associated with m is repeated is given by 2
Differences and similarities between DIT and DIF algorithms
Differences
For decimation-in-time (DIT), the input is bit-reversed \jvh.ile the output is in natural
order. Whereas, for decimation-in-frequency the input is in natural order while the
OUtput is bit reversed order.

o

3§
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2. The DIF butterfly is slightly different from the Dlzov:herem DIF the on
multiplication takes place after the add-subtract operation. Pl

Similarities -

Both algorithms require N Tog, N operations to compute]: the DFT. Bog, algory,
can be done in-place and both need to perform bit reversal at some place durip, ¢
computation. H

LExanple 3.3 |

Compute IDFT of the sequence X(k) = (7, - 0.707, —j, 0.707, 1,0.707 +j0.707 ;

_ 5 =07
+10.707} using DIF algorithm. ;
Solution
4 0.5 I o
x(0)=0.5 W Y 2 =X(0)
x(1)=0.5 0 =X(4)
X(2)=0.5 0 - =X
x(3)=0.5 0 =X(6)

x(4)=0
x(5)=0
x(6)=0
x(7)=0

0.5-1.207=X(1)
0.5-j0.207=X(5)
0.5-j0.207=X(3)
0.5-j1.207=X(7)

—0.3535-j0.3535

X(k)={2,0.5-j1.207,0,0.5 -j0.207,0,0.5 +j0.207, 0, 0.5 +j 1.207}

Compute 4-point DFT of a Sequence x(n) = {0, 1, 2, 3} using DIT, DIF algorithm.
Solution ‘

DIT algorithm

Twiddle factors associated with butterflies are

W40 - l, W4| =e-2j1c/4 = -

Bit reversal of input is given by

Input index Binary index Bit-reversal  Bit-reversal index
0- 00 ol '00 0
1 01 10 : 2
2 10 01 I
38 1 1 3
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S
Input 1
Output
=0 p
0) X(0)
= 0
x(2)=2 W, . X(1)

x(1)=1 » X(2)

x3)=3 7 W? W, X()

—_—

[nput S Output
P

0. 0+2=2 2+4=6

2 0-2=-2 ~2+(=j)(-2)==2+73j

1 1+3=4 2-4=-2

3. 1-3=-2 ~2-(=)) (D=-2-2

X(K)={6,-2+2j,-2,2 -2}  ¢__

DIF gl
Input :::f. Output
W, X(0) -
X@2)
X(1),
X(@3)
Input " 1§, Output
0 0+2=2 2+4=6-
I 143=4 2-4=-2,
1 0-2=-2, —2+2
3 (1 _3)(_j)=2j : —2—2j
\
. =
X(k)={6,-2+ 2j,-2,—2- 2j}
~ mesr
Ly BT a° ) 4= o, drols 1
t 3’ ) L O N gp/{ o t J
o, vt L7 CIn PEL)
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"QUESTIONS AND ANSW

Q.1 Whatis FFT? ¥
Ans - The fast Fourier transform (FFT) is an algorithm used to compute the.DFT. It makeg Use 4
the symmetry and periodicity properties of twiddle factor W to effectively reduce the .|/
computation time. It is based on the fundamental” principle of decomPOSl{lg the Computai,, g
of DFT of a sequence of length N into successively smaller discrete Fourier transforms, The
FFT algorithm provides speed-increase factors, when compared'wnh direct computatig, of
the DFT, of; approximately 64 and 205 for 256-point and 1024-point tr ansforms, respectivefy

Q.2 Why FFT is needed? f
N-1 ,

Ans The direct evaluation of DFT using the formula X(k)= Z x(n)e #*™'N requires N
n=0 /t"

complex multiplications and N(N — 1) complex additions. Thus for reasonably large valyes u

of N (in the order of 1000) direct evaluation of the DFT requires an inordinate amount of

computation. By using FFT algorithms the number of computations can be reduced. For |/
example, for an N-point DFT, the number of complex multiplications required using FFTis |,

N
> log, N. If N = 16, the number of complex multiplications required for direct evaluation |

of DFT is 256, whereas using FFT only 32 multiplications are required. ]

Q.3 What is the speed improvement factor in calculating 64-point DFT of a sequence using i
direct computation and FFT algorithms?

or l

Calculate the number of'multiplications needed in the calculation of DFT and FFT with
64-point sequence. |
Ans The number of complex multiplications required using direct computation is
N2 =64%=4096

The number of complex multiplications required using FFT is N

N 64
—2--log2 N= —é-log,_ 64 =192.

Speed improvement factor = —]g=' 21.33

Q.4 What is the main advantage of FFT?

Ans FFT reduces the computation time required to compute discrete Fourier transform.

Q5

Caiculate the number of multiplications needed in the calculation of DFT using FFT algorithm
with 32-point sequence. .
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poit DFT the number of complex multiplications needed using FFT algorithm is
forf

1

Njog N
: N=32, the number of complex multiplications is cqual to
Fol'

.323|og232=16x5=8o.

How many multiplications and additions are required to compute N-point DFT using
I?

rﬂdi.\"2

The pumber of multiplications and additions required to compute N-point DFT using

N
adix-2 FET are N log, N and L) log, N respectively.

\What is meant by radix-2 FFT?

e slgorithm 15 most efficient in calculating N-point DFT. If the number of output
points N can be expressed as a power of 2, that is, N = 2™ where M is an integer, then this
algorithm is known as radix-2 FFT algorithm,

o8 Whatare the differences and similarities between DIP and DIT algorithms?
us Differences ;

| For DIT, the input is bit reversed while the output is in natural order, whereas for DIF
the input is in natural order while the output is bit reversed.

2. The DIfFbutterfly is slightly different from the DIT butterfly, the difference being that

the complex multiplication takes place after the add-subtract operation in DIP.
Similarities
Both algorithms require same number of operations to compute the DFT. Both algorithms

can be done in-place and both need to perform bit reversal at. some place during the
computation. ‘

03 What is the basic operation of the DIT algorithm?

A The basic operation of the DIT algorithm is the so called butterfly in which two inputs
X.(p) and X _(q) are combined to give the outputs X ., (p)and X ., (q) via. the operation

Xm+l (p) = Xm(P) + W}t(lxm(q)
Xm+l w= Xm(P) 5 Wﬁxm(q)

W . . =
here W is twiddle factor.,

'10 W S
Thhat 'S the basic operation of the DIF algorithms?
€ basic operation of the DIF algorithm is the so called butterfly in which two inputs
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X,.(p) and X,(@) are combined to give the outputs X ,,(p) and X . (q) via the OPery
' N
xm'l(l)) = Xm(p) + Xm(q)

Noor(@) = [X,0(p) = X (9)] W

where Wr:i is twiddle factor.

Q.11 Draw the flow graph of'a two-point DFT for a decimation-in-time d°°°mposition

Ans  The flow graph of a two-point DFT for a decimation-in-time algorithm is

p _
X =X.(p)+X (q)
X () D)= X0

q
=X, (p)- X
X 7 W, Xan(P) =X, (p) - X,(q)

where X.(p) and X,,(q) are inputs to the butterfly, X..1(p) and X, .,(q) are outputs of the
butterfly. The nodes p and q represents memory locations.

Q.12 Draw the flow graph of a two-point radix-2 DIF-FFT.

Ans The flow graphofa two-point DFT for a decimation-in-time frequency algorithm is

X, PNy WY Xon(P) =X, (p) + X (q)

q X .p)=X(p)-X
xm(q) m I.(p) ,.,(P) m(‘i)

where X, (p) and X, (q) are inputs, X_ (p) and X__ (q) are outputs of the butterfly. The
nodes p and q represents memory locations.

Q.13 Draw the basic butterfly diagram for DIT algorithm.
Ans The basic butterfly diagram for DIT algorithm is

p
X..(p) :
' Xon(P) =X (p) + \:V,‘j X, (9)
q
X, X (@ =X (p) - WEX, (@)

Scanned with Cam5Scanner



//—d’Xf( ) are i e PastFourier Transform (FFT) 285
< (p) and X, (@) are inputs to the butterf] bbb St S e
whe ﬂ\,m']‘hc nodes p and q represents memory |<;cm"i‘(‘)‘.(,2) id X, (q) are outputs of the

putter™ o .
W the basic butterfly diagram for DIP algorithm.
oM he pasic putterfly diagram for DIP algorithm is
0 bas
¢ y 4 k
i t\m(p) WN xm.'(p} - Xm(p) } Xm(")
q
Xl X, () = [X,(p) = X (@) Wy

where Xm(P) and X (q) are inputs, X , (p) and X __ (q) are outputs of the butterfly. The
nodes P and q represents memory locations.

s What is meant by ‘m-place’ in DIT and DIF algorithms?

putterfly diagrams used in DIT and DIF algorithms are shown in Fig. | and Fig. 2

s Thebasic
rcspectlvely.
X_.(0)+ Wy X, (@ P X_(p) + X,(@)
p ' N X_(p) Wy
X.(p)
X P g X (p) - X (QWs B
o N xe-WE XK@ X0 PP -@ N
Fig.l Fig.2

es cross each other and connected to two

In the Fig. 1 two lines emerging from two nod ' .
ents memory locations. At the input nodes

nodes on the right hand side. These nodes repres
X(p)and X _(q), the inputs are stored. After the outputs X, (p) and X (@) are calculated,

the same memory location is used to store the new values in place of the input values. An
algorithm that use the, same location to store both the input and output sequences s called
N H
o an ‘in-place’ algorithm.
16 How we can calculate IDFT using FFT algorith ?

A . i rlainG
" The inverse DFT of an N-point sequence X(k); k=0, |...N-1is defined as

N-1
x(n) = _;Iz X(K)We™ (1)
k=0

If .
"¢ take complex conjugate and multiply by N> e get
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N-) , L
Nx () = Y X (WY w0 (2) &
k=0

s DET of the sequence X'(k
The right hand side of the above equation 18 DF1 oil‘tl:; ncc]\(n) - t(hc)nl::]\d May
computed using any FFT algorithm. The desired ont piut .stlt} i 'givc ¢ obty
by complex conjugating the DET of Eq. (2) and dividing £ '

| N=l . nk
x(n):ﬁ[z.\' (k)\\’N

k=0

Ingg

Q.17 Draw the 4-point radix 2 DIF-FFT butterfly structure for DFT.

Ans 70
N0~ W \

x(1)
NE)
x(3)
Q.18 Draw the 4-point radix-2 DIT-FFT butterfly structure for DFT.

Ans x(0) i

X( l) :‘
x(2)
x(3)

Q.19 Find DFT of the sequence x(n) = {1, 2, 3, 0} using DIF algorithm.

4

Ans x(0)=1 \%
-2

WP

x(1)=2
x(2)=3 et
‘ 2+2j=X(@3)
The twiddle factors are W= 1; Wj=e"™=_j

X(k)= {6,-2,— 2j,2,-2+2j}
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¢ the applications of FFT Algoritlyms 2 B

Ll:0 qpplicmions of FFT algorithms includeg
1he § '

W i near filtering, (i) Correlation, (iii) Spectrum analysis
(i ,

 EXERCISE

Write the equations and draw the signal flow graph for the decimation in frequency algorithm
~ N ::4
for N =%

praw the signal flow graph of decimation-in-time algorithm for N = 8,
pute the DFT for N =4 if
x()=1 0<n<3

using the decimation-in-frequency algorithm.

Com

Compute the DFT of the sequence for N = 4 if
. N7
x(n) =sin—
(n) >

using decimation-in-time algorithm.

Find the DFT of the following sequences using decimation-in-time (DIT) and decimation-
in-frequency (DIF) FFT algorithms.

() sm={1,1,, 1,1, 1,1, 1}
(b) s(n)=1{1,0,0,0, 1,1, 1,0}
(c) s(n)={1,0,0,1,-1, 1}

(d) s(n)={1,1,1,1,0,0,0,0}
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